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What is Spin?[J.Sun,Nature,2003]

tumour cells, the bulk of Hsp90 exists in such
an assembly, whereas most of the Hsp90 in
normal cells exists in a free form. The Hsp90
in tumour cells also had higher ATPase 
activity (required for its chaperone func-
tion) — a finding that supports the view 
that tumour Hsp90 is present in fully active
chaperone complexes.

So the affinity of 17-AAG for Hsp90
seems to depend on the incorporation of
the chaperone into a multi-protein machine.
Strikingly, Kamal et al. were able to increase
the weak affinity of purified Hsp90 for 17-
AAG roughly 50-fold by adding components
of the chaperone machine. Data on drug lev-
els achieved in patients support these find-
ings — intravenously administered 17-AAG
is present in the circulation for many hours 
at concentrations far exceeding its apparent
affinity for tumour Hsp90, but only trans-
iently reaches the high concentration that
would allow binding to the free form of the
protein found in normal cells7. This might
partly explain the relative lack of toxicity of
17-AAG in patients.

What makes Hsp90 better able to bind
17-AAG when the protein is part of the
super-chaperone complex? At present we
can only speculate. An intriguing possibility
is that the chaperone complex might catalyse
a conformational change in the drug.
Indeed, it has been suggested8,9 that the
structurally similar drug geldanamycin (the
‘parent’ of 17-AAG) must undergo a con-
formational change from an open, planar
structure to a more compact ‘C-clamp’
shape before it can bind to Hsp90 (Fig. 1).
The energetics of the spontaneous conver-
sion between these two forms is highly
unfavourable8 (Y.-S. Lee, M. G. Marcu and 
L. Neckers, unpublished observations). So
one or more components of the super-
chaperone machine might be much more
efficient than free Hsp90 at catalysing a 
conformational change in drugs such as 
17-AAG; alternatively, the complex might
potentiate the ability of Hsp90 itself to do 
so. Both possibilities are feasible. For exam-
ple, association with other chaperones has
been shown to stimulate the normally weak
ATPase activity of Hsp90 (ref. 10).And other
components of the Hsp90 multi-chaperone
complex possess an intrinsic ability to 
modulate client-protein conformation11.
Does the Hsp90 super-chaperone machine
view 17-AAG as a protein in need of refold-
ing? Further experiments will be needed to
answer this question.

Meanwhile, modifications of 17-AAG
and other geldanamycin derivatives are
being developed that spontaneously form
the C-clamp conformation in solution. It
will be interesting to compare their affinity
for tumour Hsp90 with that for Hsp90 from
normal cells — if they do not retain preferen-
tial binding to tumour Hsp90, will they also
lose their tumour-cell-specific toxicity? The

news and views

potentially a new class of electronic device:
a spin-transfer switch for magnetic-mem-
ory ‘spintronics’. Experiments reported by
Kiselev et al.1, on page 380 of this issue,
have now proved the nature of the physics
at play.

A magnet usually responds to an electric
current because of the magnetic field gen-
erated by the current. But if the magnet is

study by Kamal et al.2 suggests that subvert-
ing the natural rules of attraction that deter-
mine 17-AAG binding to Hsp90 might prove
to be counter-productive. Instead of devel-
oping drugs with a higher affinity for Hsp90,
what might be needed are compounds that
have bigger differences in the affinities with
which they bind the two forms of Hsp90.

Kamal and colleagues’ findings will
undoubtedly affect the future design of
Hsp90 drugs, but the study also has general
implications for anticancer drug develop-
ment. It suggests that it is not enough to iden-
tify a potential molecular target — the drugs
directed against that target must also be
assessed in an appropriate cellular context. ■
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Applied physics

Spintronics gets a magnetic flute
Jonathan Sun

Magnetic-memory devices of the future could be based on
‘spintronics’, through switching the directions of electron spins. New
work confirms the physics behind a spin-switching mechanism.

Progress in understanding the micro-
scopic behaviour of electrons contin-
ues to open up new frontiers for

materials and device research, and vice
versa. Watching how electrons move, at
high current density, through structures
that are less than 100 nm in size has
revealed a wealth of new physics based on
the ‘spin’ properties of these particles, and
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Figure 1 Magnetic excitation and switching through spin transfer. a, As conduction electrons pass 
a magnet, their spins preferentially align in the magnet’s direction. As the electrons encounter a
nanomagnet, sandwiched between layers of non-magnetic material close to the fixed-orientation
magnet, the direction of their spins is repolarized to match that of the nanomagnet. As a result,
the nanomagnet’s magnetic moment begins to precess, turning like a spinning-top about its axis.
b, If the current (that is, the rate of electrons passing) is below a threshold value, the nanomagnetic
moment relaxes back to its ‘easy’ axis (black); if the current is just above threshold, the moment
follows many cycles of precession until its direction is reversed (green); when the current is well
above threshold, the moment quickly reaches its reversed state (red).

NATURE | VOL 425 | 25 SEPTEMBER 2003 | www.nature.com/nature 359© 2003        Nature  Publishing Group

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Basic Phenomena

Spin-Transfer Torque Effect
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Ferromagnets are characterized by a magnetization that has 
long been used to store information. The magnetization is 
largely due to localized electron spins with their associated 

magnetic moments aligning in a particular direction in space, 
which gives rise to a collective magnetic moment and magnetiza-
tion that is far larger than that of non-ferromagnetic materials. 
The magnetization direction of a ferromagnet can represent a bit 
of information (for example, orientation up = 1 and down = 0), 
such as that used in hard-disk drives. The principal means of 
altering the magnetic moment direction has been to use applied 
magnetic fields from currents through wires that generate Oersted 
fields. However, there have been major new discoveries in con-
densed matter and materials physics  — known as spin-transfer 
torques — that have expanded the means available to manipulate 
the magnetization of ferromagnets and, as a result, have acceler-
ated technological development of high-performance and high-
density magnetic storage devices. These new magnetic devices are 
all electronic (that is, they do not have moving parts like a hard-
disk drive) and can be integrated with, and add functionality to, 
semiconductor devices.

Current-induced torques in magnetic materials
Arne Brataas1*, Andrew D. Kent2 and Hideo Ohno3,4

The magnetization of a magnetic material can be reversed by using electric currents that transport spin angular momentum. 
In the reciprocal process a changing magnetization orientation produces currents that transport spin angular momentum. 
Understanding how these processes occur reveals the intricate connection between magnetization and spin transport, and can 
transform technologies that generate, store or process information via the magnetization direction. Here we explain how cur-
rents can generate torques that affect the magnetic orientation and the reciprocal effect in a wide variety of magnetic materi-
als and structures. We also discuss recent state-of-the-art demonstrations of current-induced torque devices that show great 
promise for enhancing the functionality of semiconductor devices.

Similar to electric currents being carried by moving charge, the 
spin current occurs due to moving spins. The spin current carries 
angular momentum, which can be transferred to the magnetiza-
tion, a phenomenon known as spin-transfer torques. Sloncwezski 
and Berger were the first to theorize about the existence of this 
phenomenon1,2. The torques are a result of an interaction between 
itinerant electrons in a ferromagnet that are spin polarized (spin 
currents) and the magnetization. The interaction can be very strong 
and occurs locally; it only occurs in regions in which spin currents 
flow, and thus can be precisely directed for applications. Spin-
transfer torques have been found to be both present and important 
in all known magnetic materials, including transition metal fer-
romagnets, magnetic semiconductors and oxide ferromagnets. In 
fact, spin-transfer torques are not limited to ferromagnetic materi-
als, or even to ferromagnetic conductors or semiconductors. Not 
only can they also be important in ferromagnets and antiferromag-
nets, but they also occur at interfaces of insulating magnetic mate-
rials. Furthermore, spin transfer is also seen in a variety of material 
structures and device geometries, including point contacts and 
nanopillars composed of magnetic–non-magnetic multilayers as 
well as in nanowires and magnetic tunnel junctions. The latter are 
now widely used in hard-disk drives and are of particular impor-
tance to the development of all electronic magnetic memories.

This article reviews the fundamentals, phenomena, devices 
and materials of spin-transfer torques, at the heart of this rapidly 
advancing field of current-induced magnetization dynamics. We 
discuss how spin-transfer torques will permit the ultimate minia-
turization of magnetic random access memories (MRAM), com-
mercially available memories that at present use magnetic fields to 
reorient magnetization to store information. Although spin-trans-
fer torques can reorient magnetization by spin currents, we also 
discuss a new way of probing spin transport in materials using a 
reciprocal process, known as spin pumping, which is the emission 
of spin currents by magnetization reorientation. The most signifi-
cant developments are in recent experiments confirming sophisti-
cated theories of spin-transfer torques and spin pumping, and they 
clearly show how they directly open up possibilities for improved 
nanometre-scale electronic devices.

Spin-transfer torques are associated with spin currents in mate-
rials, a flow of electron spin angular momentum that arises when 
there is an imbalance between a flow of up- and down-oriented 
electron spins. Figure 1 illustrates the basic physics of spin-transfer 
torques. An electron spin interacts with the magnetization of a thin 
ferromagnetic layer and this interaction results in a reorientation 

1Department of Physics, Norwegian University of Science and Technology, NO-7191 Trondheim, Norway, 2Department of Physics, New York University, 
4 Washington Place, New York, New York 10003, USA,3Center for Spintronics Integrated Systems, Tohoku University, 2-1-1 Katahira, Aoba-ku, Sendai 
980-8577, Japan,4Laboratory for Nanoelectronics and Spintronics, Research Institute of Electrical Communication, Tohoku University, 2-1-1 Katahira, 
Aoba-ku, Sendai 980-8577, Japan. *e-mail: Arne.Brataas@ntnu.no
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Figure 1 | Illustration of current-induced torques. A spin-polarized current 
enters a ferromagnet. The interaction between the spin-polarized current 
and the magnetization causes a change in the spin direction of the outgoing 
electron compared with the incident electron. The difference in spin 
polarization causes torques on the ferromagnet, both a torque in the plane 
of the incident and outgoing electron spin directions (a spin-transfer torque) 
and a torque perpendicular to that plane, called the field-like torque. The 
bold vertical arrow is the magnetization of the ferromagnetic layer.
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Energy of Spin

IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 35, NO. 1, JANUARY 2016 1

Spin-Transfer Torque Devices for Logic and
Memory: Prospects and Perspectives
Xuanyao Fong, Member, IEEE, Yusung Kim, Karthik Yogendra, Deliang Fan,

Abhronil Sengupta, Student Member, IEEE, Anand Raghunathan, Fellow, IEEE,
and Kaushik Roy, Fellow, IEEE

Abstract—As CMOS technology begins to face significant scal-
ing challenges, considerable research efforts are being directed
to investigate alternative device technologies that can serve as a
replacement for CMOS. Spintronic devices, which utilize the spin
of electrons as the state variable for computation, have recently
emerged as one of the leading candidates for post-CMOS technol-
ogy. Recent experiments have shown that a nano-magnet can be
switched by a spin-polarized current and this has led to a number
of novel device proposals over the past few years. In this paper,
we provide a review of different mechanisms that manipulate
the state of a nano-magnet using current-induced spin-transfer
torque and demonstrate how such mechanisms have been engi-
neered to develop device structures for energy-efficient on-chip
memory and logic.

Index Terms—Boolean logic, magnetic tunnel junction (MTJ),
neuromorphic computing, non-Boolean logic, nonvolatile mem-
ory, post-CMOS, spin-transfer torque (STT), spintronics.

I. INTRODUCTION

TO CONTINUE the growth that the semiconductor indus-
try has enjoyed for decades, research has started in

earnest to explore device technologies beyond the industry
mainstays of silicon and CMOS. Although the quest for the
“next switch” has not yielded a clear winner to date, many
of the new device technologies that have been explored have
unique characteristics that set them apart from traditional MOS
transistors. In particular, recent advances in the fabrication of
nano-magnets and the ability to switch a nano-magnet using
spin-polarized current has opened doors for a new computing
paradigms.
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(b)

Fig. 1. (a) Nano-magnet with PMA exhibits two stable states along its
easy-axis (z) which are separated by an energy barrier, EB. (b) Spin-polarized
current flowing through a nano-magnet can exert Slonczewski-like and field-
like torques on the nano-magnet [1].

In a magnetic material, an anisotropy barrier can be intro-
duced to stabilize the magnetic moment along one direction as
illustrated in Fig. 1(a). This may be used to engineer a nano-
magnet that stores information encoded as its magnetization
direction. Since the anisotropy barrier exists without the need
for an external power supply, nano-magnets may be used as
nonvolatile storage elements. Furthermore, a nano-magnet has
other unique characteristics that can be exploited to design
novel devices for logic computations. One well-known prop-
erty is that the current flowing through a nano-magnet is
naturally spin-polarized due to unequal spin-up and spin-down
density of states. Hence, a nano-magnet can be utilized as a
spin polarizer or spin filter [see Fig. 1(b)] whose polariza-
tion direction can be controlled by changing the magnetization
direction of the nano-magnet.

One way of manipulating or switching the magnetization
direction of a nano-magnet is by using an external magnetic
field. Since a magnetic field is difficult to localize, this tech-
nique is energy inefficient. In addition, nonlocalized magnetic

0278-0070 c© 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Energy – The energy is the largest at θ “ 900

State – The stable state is θ “ 00or1800
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Laudau-Lifshitz-Gilbert(LLG) Equation

LLG equation models the behavior of the magnetization, m, of a
nano-magnet in the presence of an effective magnetic field, Heff ,
and a spin current, Is[A. Brataas,nature,2012].

Bm

Bt
“ ´|γ| pmˆ Heff q

loooooooomoooooooon

Precession

`α

ˆ

mˆ
Bm

Bt

˙

looooooomooooooon

Damping

´
1

qNs
mˆ pmˆ Isq

looooooooomooooooooon

Spin torque

Where Ns is the number of spins comprising the nano-magnet
given as Ns “

Ms V
µB

, Ms is saturation magnetizationand, V is the
volume of the nano-magnet, µB is the Bohr magneton.
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Details in LLG Equation

374 NATURE MATERIALS | VOL 11 | MAY 2012 | www.nature.com/naturematerials

a nanopillar between P and AP states depending on the current 
polarity. This latter identification is of substantial interest for spin-
transfer-torque magnetic random access memories (STT-MRAM). 
Experiments also show that spin-transfer torques lead to mag-
netic states that would be inaccessible with magnetic fields alone, 
which can form the basis of new spin-based devices. For instance, 
a spin current can drive a magnetic layer into a state of maximum 
magnetic energy8, as if the effective dissipation acting on the layer 
changed sign owing to the presence of the spin torque9. Spin-
transfer effects have also been observed in samples that consist of 
just a single magnetic layer, showing that a distinction between 
fixed polarizing and free layer is not essential10 (Fig. 2c). Most sig-
nificant for the fundamentals of spin-transfer torque devices; a d.c. 
spin current was shown to lead to narrow band voltage noise in 
the microwave (gigahertz) range and the spin torque drives per-
sistent oscillations of the magnetization11. Oscillations at gigahertz 
frequencies have been seen in nanopillars, nanocontacts, all metal-
lic structures and magnetic tunnel junctions. In contrast, Oersted 
fields from a d.c. current can lead to magnetization reorientation 
but not to long-term magnetization precession and gigahertz noise. 
This clearly demonstrates that spin torques produce fundamentally 
new types of magnetic excitations and is also of great interest for 
electric-current controllable microwave oscillators.

The understanding of current-induced magnetization dynamics 
is based on the consensus that ferromagnetic magnetization dynam-
ics is determined by the Landau–Lifshitz–Gilbert–Slonczewski 
(LLGS) equation

 = –ym×H e� + αm ×       +τ∂m
∂t

∂m
∂t  (1)

where m is a unit vector along the magnetization direction, γ = gμB/ħ 
the gyromagnetic ratio, where μB is the Bohr magneton and g is 
the Lande g-factor, Heff is an effective magnetic field determined 
by the external magnetic field as well as the exchange stiffness, 
dipole field and anisotropy field caused by the spin–orbit interac-
tion, α is the Gilbert damping constant causing relaxation of the 
magnetization to its equilibrium orientation12,13, and τ denotes the 

current-induced torques, which are at the centre of our attention. 
Figure 3 illustrates the magnetization dynamics described by equa-
tion  (1). The first term on the right side of equation  (1) leads to 
precession of the magnetization about the effective magnetic field 
direction. The second term leads to relaxation of the magnetization 
towards this field.

Spin-transfer torques can be understood as follows. In a 
ferromagnetic metal, electron spins that are parallel to magnetiza-
tion and spins that are antiparallel to magnetization typically have 
vastly different electronic structures. Spins that are non-collinear 
with respect to the magnetization direction are not eigenstates of 
the ferromagnet, but can be described as a coherent linear com-
bination of majority and minority electron spins. If injected into a 
normal-metal/ferromagnet interface, these states precess on time 
and length scales that depend on the orbital part of the wavefunc-
tion. In high-electron-density transition metal ferromagnets such 
as Co, Ni and Fe a large number of states are available around the 
Fermi energy. Beyond a transverse magnetic coherence length, 
which in these materials is larger than the Fermi wavelength, typi-
cally on the scale of 1  nm, a transversely polarized spin current 
cannot persist14–16. When spin angular momentum is conserved, 
this destruction of transverse angular momentum is according to 
definition equal to a torque. Using conservation of spin angular 
momentum, the Slonczewski torque τS = (∂m/∂t)STT reads

 τs = –
2eMsV

m×(m×Is)
γħ

 (2)

where Ms is the saturation magnetization and V is the volume of 
the ferromagnet. The spin current IS depends on the geometry and 
materials combination of the device. In symmetric ferromagnet–
normal-metal–ferromagnet systems (spin valves) the expression 
for the spin current is especially simple. Let us denote a unit vec-
tor along the magnetization of the left (right) layer ml (mr). When 
the ferromagnet is wider than the transverse spin coherence length, 
the spin current in the left (right) layer must be of the form ml 
pI (mr pI), where the polarization p is the same in both symmet-
ric layers and is a function of the relative angle between the two 
magnetizations and I is the charge current. Assuming spin angu-
lar momentum is conserved, the spin-transfer torque on the left 
(right) layer is then

 τl = m l×(m l×mr)p         IMsVe
γ

  (3)

A similar expression can be found for the torque on the right 
ferromagnet τr by substituting ml ↔ mr, changing the overall sign, 
and introducing different magnetizations and volumes of the left 
and right layers. A subtle yet interesting fundamental point is that 
the symmetry of the torques on the left and right layers does not 
reflect transfer of angular momentum between the layers, but instead 
transfer of angular momentum from the itinerant flow of the spin 
current to the magnets. The itinerant spin-current flow is built up 
by the exchange of angular momentum with the lattice reservoirs.

In general, in asymmetric layered systems, a field-like torque 
correction to Slonczewski’s torque (equation (4)) is also allowed

 τsβ = – 2eMsV
γħ βsm×Is  (4)

and βS gives the relative strength with respect to the Slonczewski 
torque in equation (3). The field-like torque is typically very small 
in a metallic spin valve as transverse spins dephase rapidly17,18. We 
also note that the effective field-like torque changes the frequency 
of the magnetization’s precessional motion. Thus the threshold 

Spin-transfer
torque

Field-like torque

Precession
m × He�

He� Damping

m

Figure 3 | Illustration of the LLGS dynamics (equation 1). The 
magnetization (m) precesses about the effective field direction (Heff). The 
green arrow illustrates the dissipative (damping) torque that tends to move 
the magnetization toward the effective field direction. The red arrow is the 
spin-transfer torque and the light-blue arrow is the effective field torque 
with an electron spin polarization collinear with the effective field.

REVIEW ARTICLES | INSIGHT NATURE MATERIALS DOI: 10.1038/NMAT3311
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Current-Induced Domain Wall Motion

There are 4 kinds of DMs.

Direction of Magnetic Anisotropy

IMA – In-plane magnetic anisotropy
PMA – Perpendicular magnetic anisotropy

§ Néel wall occurs in thin and narrow nanostrips

§ Vortex or Bloch wall occurs when the nanostrip is wider and
thicker
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Current-Induced Domain Wall Motion
FONG et al.: STT DEVICES FOR LOGIC AND MEMORY: PROSPECTS AND PERSPECTIVES 5

(a) (b) (c) (d)

Fig. 5. Typical DW structure for thin film. (a) IMA nanowire with head-to-head transverse DW. (b) IMA nanowire with vortex DW. (c) PMA nanowire with
Néel DW. (d) PMA nanowire with Bloch DW.

Fig. 6. Micromagnetic calculation of DW speed versus current density in a
20 nm-wide PMA DWS. Simulation parameters shown on the right are used
to match the experimental data in [48].

Dzyaloshinskii–Moriya interaction (DMI) energy term may
emerge [41], [42], which can favor and stabilize a particular
DW configuration [38]–[40].

An external magnetic field may be used to move DWs.
However, there are practical issues because oppositely mag-
netized DWs will move in opposite directions. Just as in the
case of SVs, it was theoretically predicted that passing an
electrical current through the DWS could drive a DW in the
direction of electron flow through the STT effect [43]. Due
to its advantages in terms of scalability and power consump-
tion, current-induced DWM (CIDWM) has been an active area
of research with potential applications in logic, memory, and
interconnects. Earlier CIDWM experiments were performed
on IMA FM nanowires (typically permalloy) and the critical
current density required to move the DW, JC, was found to
be of the order of 108A/cm2 [44]–[46]. This current density
causes excessive Joule heating and also reliability concerns
such as electromigration [44]–[46]. Moreover, the typical IMA
DW width is ∼100 nm wide [47] and is unfavorable for
on-chip memory applications. PMA nano-wires on the other
hand can have much lower JC and also much narrower DW
width [35], [47]. Consequently, most of the recent research
has shifted to PMA nanowires.

More recently, extremely efficient CIDWM has been
observed in ultrathin (sub-nanometer thickness) PMA
nanowires with broken inversion symmetry [49]–[52]. In those
systems, DW propagation was sometimes in the direction of
current flow instead of electron flow and moreover, the strength
of the torque was too large to be explained with conventional

bulk STT. It has since been established that the combina-
tion of homochiral Néel DW stabilized by DMI and the spin
current generated by the spin Hall effect (SHE) (discussed
in the next section) in an adjacent NM material can drive
the DW in an extremely energy efficient manner [39], [40].
Moreover, it was found that even more efficient DWM, with
the speed reaching up 750 m/s, can be obtained in anti-
ferromagnetically exchange-coupled PMA Co/Ni multilayer
systems when driven by chiral spin torques [53].

DW dynamics can be simulated using a micromagnetic sim-
ulation framework. In the presence of charge current along the
x-direction, the magnetization dynamics can be

∂m
∂t

= −|γ |(m × Heff) + α

(
m × ∂m

∂t

)

− Is

qNsx

∂m
∂x

+ ξ
Is

qNsx
m × ∂m

∂x
(3)

where Nsx = MSA/μB is the number of spins per domain along
the x-direction with A is the cross-sectional area through which
current flows. Also, Is = PI, where P is the spin polarization
of the conduction electrons. The first two terms are the usual
precession and damping terms. The third term describes the
local tracking of conduction electrons to local magnetization
(adiabatic torque) and the fourth term is a phenomenological
nonadiabatic spin-transfer term whose strength is described
by ξ . An example micromagnetic simulation result showing a
good match with experimental data is shown in Fig. 6.

D. Spin-Orbit Torques

In the spin-based devices we have discussed so far, spin
current is generated by passing charge current through an
FM or spin polarizer. Therefore, the efficiency of spin current
generation is inherently limited by the polarization efficiency
of the FM. On the other hand, spin current can be more
efficiently generated when spin-orbit interaction [54] is uti-
lized. Recently, efficient magnetization switching [51], [52],
[55]–[59], DWM [39], [40], [50], [60], and spin-torque oscilla-
tions [61]–[63] using current-induced spin-orbit torque (SOT)
have been experimentally demonstrated in I/FM/HM systems
(I: insulator, FM: ferromagnet, and HM: NM heavy metal).

One of the proposed mechanisms to explain the observed
phenomenon considers the Rashba model of a 2-D electron

§ (a)&(c) accurs in thin and narrow nanotrips[R.D,IEEE,1997]
§ (b)&(d) accurs in wider and thicker nanotrips

[Y.Nakatani,Magn,2005]

Electrical current through the DWS could drive a DW in the
direction of electron flow.[L.Berger,APL,1978]
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Fig. 5. Typical DW structure for thin film. (a) IMA nanowire with head-to-head transverse DW. (b) IMA nanowire with vortex DW. (c) PMA nanowire with
Néel DW. (d) PMA nanowire with Bloch DW.

Fig. 6. Micromagnetic calculation of DW speed versus current density in a
20 nm-wide PMA DWS. Simulation parameters shown on the right are used
to match the experimental data in [48].

Dzyaloshinskii–Moriya interaction (DMI) energy term may
emerge [41], [42], which can favor and stabilize a particular
DW configuration [38]–[40].

An external magnetic field may be used to move DWs.
However, there are practical issues because oppositely mag-
netized DWs will move in opposite directions. Just as in the
case of SVs, it was theoretically predicted that passing an
electrical current through the DWS could drive a DW in the
direction of electron flow through the STT effect [43]. Due
to its advantages in terms of scalability and power consump-
tion, current-induced DWM (CIDWM) has been an active area
of research with potential applications in logic, memory, and
interconnects. Earlier CIDWM experiments were performed
on IMA FM nanowires (typically permalloy) and the critical
current density required to move the DW, JC, was found to
be of the order of 108A/cm2 [44]–[46]. This current density
causes excessive Joule heating and also reliability concerns
such as electromigration [44]–[46]. Moreover, the typical IMA
DW width is ∼100 nm wide [47] and is unfavorable for
on-chip memory applications. PMA nano-wires on the other
hand can have much lower JC and also much narrower DW
width [35], [47]. Consequently, most of the recent research
has shifted to PMA nanowires.

More recently, extremely efficient CIDWM has been
observed in ultrathin (sub-nanometer thickness) PMA
nanowires with broken inversion symmetry [49]–[52]. In those
systems, DW propagation was sometimes in the direction of
current flow instead of electron flow and moreover, the strength
of the torque was too large to be explained with conventional

bulk STT. It has since been established that the combina-
tion of homochiral Néel DW stabilized by DMI and the spin
current generated by the spin Hall effect (SHE) (discussed
in the next section) in an adjacent NM material can drive
the DW in an extremely energy efficient manner [39], [40].
Moreover, it was found that even more efficient DWM, with
the speed reaching up 750 m/s, can be obtained in anti-
ferromagnetically exchange-coupled PMA Co/Ni multilayer
systems when driven by chiral spin torques [53].

DW dynamics can be simulated using a micromagnetic sim-
ulation framework. In the presence of charge current along the
x-direction, the magnetization dynamics can be

∂m
∂t

= −|γ |(m × Heff) + α

(
m × ∂m

∂t

)

− Is

qNsx

∂m
∂x

+ ξ
Is

qNsx
m × ∂m

∂x
(3)

where Nsx = MSA/μB is the number of spins per domain along
the x-direction with A is the cross-sectional area through which
current flows. Also, Is = PI, where P is the spin polarization
of the conduction electrons. The first two terms are the usual
precession and damping terms. The third term describes the
local tracking of conduction electrons to local magnetization
(adiabatic torque) and the fourth term is a phenomenological
nonadiabatic spin-transfer term whose strength is described
by ξ . An example micromagnetic simulation result showing a
good match with experimental data is shown in Fig. 6.

D. Spin-Orbit Torques

In the spin-based devices we have discussed so far, spin
current is generated by passing charge current through an
FM or spin polarizer. Therefore, the efficiency of spin current
generation is inherently limited by the polarization efficiency
of the FM. On the other hand, spin current can be more
efficiently generated when spin-orbit interaction [54] is uti-
lized. Recently, efficient magnetization switching [51], [52],
[55]–[59], DWM [39], [40], [50], [60], and spin-torque oscilla-
tions [61]–[63] using current-induced spin-orbit torque (SOT)
have been experimentally demonstrated in I/FM/HM systems
(I: insulator, FM: ferromagnet, and HM: NM heavy metal).

One of the proposed mechanisms to explain the observed
phenomenon considers the Rashba model of a 2-D electron
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(a) (b)

Fig. 7. (a) SHE converting charge current to pure spin current in an NM
HM with strong spin-orbit coupling. The direction of spin polarization is
perpendicular to both spin current and charge current directions. (b) One
electron can exert many units of angular momentum to the FM as it travels
through the HM.

gas (2-DEG) with broken spatial inversion symmetry [50], [64].
In the presence of strong spin-orbit coupling and an electric
field normal to the 2-DEG, breaking of structural inversion
symmetry lifts the spin degeneracy of energy states and as a
result, electrons in the 2-DEG experience momentum dependent
spin polarization [50]. Another mechanism proposed to explain
the phenomenon is the SHE [65], as illustrated in Fig. 7(a).
When electrons pass through an NM heavy metal (HM) with
strong spin-orbit coupling, electrons with opposite spins scatter
to opposite surfaces of the HM. Hence, a spin current (Is) is
generated from the charge current (Ie) even though HM is NM.
Furthermore, the polarization of the electron spin, σ , is trans-
verse to the flow direction of both spin (Js) and charge current
densities (Jq), described by the relation, Js = θSH(σ × Jq).
The generated spin current can then be injected into the adjacent
FM to exert STT. Also

Is = θSH
As

Aq
Iqσ (4)

where θSH is the spin Hall angle characterizing the strength
of SHE in HM and As and Aq are the cross-sectional areas
through which spin and charge current flow, respectively. Note
from (4) that the generated spin current can be larger than
the charge current even with small θSH if As is much larger
than Aq. This is because one electron that travels through the
HM can repeatedly scatter at the interface between the FM and
HM and exert many units of angular momentum [65], [66]
[see Fig. 7(b)]. Therefore, SHE can be utilized for efficient
spin current generation. Moreover, θSH was shown to be large
in HMs such as Pt [66], [67], β-Ta [52], [68], β-W [69], and
CuBi alloys [70].

E. Topological Insulators

The existence of topological insulators (TI) was predicted
in 2005 [71]. In the bulk of a TI, a bandgap exists just like
in an insulator. However, there exists topologically protected
edge and surface states in 2-D and 3-D TI, respectively, that lie
inside the bulk insulating gap. Furthermore, a spin momentum
locking effect occurs when electrons conduct via these edge
and surface states [72]. Hence, a TI behaves like a quantum
Hall insulator. For example, when electrons flow in a 2-D TI
system with two edges, electrons carrying up-spin flow on one
edge while those carrying down-spin flow on the other edge.

When the direction of current flow is reversed, the edge along
which electrons of each spin flows is swapped. The effect
is similar in 3-D TI systems. Note the similarities with the
SHE discussed in Section II-D—the asymmetry in popula-
tions of spin-up and spin-down electrons is flipped on opposite
surfaces, which can generate a spin current that flows orthog-
onal to the direction of charge current flow. Furthermore,
the polarization of spin current is also perpendicular to the
both directions of spin and charge current flow. However, TI
systems may be more efficient than spin Hall metals for gen-
erating SOT because the spin momentum locking effect in TIs
allows only electrons of one spin-direction on the conduction
edge or surface of the TI.

It was first theoretically predicted and experimentally
observed that the quantum well created by sandwiching a
thin film of HgTe sandwiched between (Hg,Cd)Te layers is
a 2-D TI [71], [73]. In CdTe, the s-like E1 band lies above
the p-like HH1 band whereas the p-like HH1 band lies above
the s-like E1 band in HgTe. For HgTe thickness between
6.5 and 12 nm, the E1 and HH1 bands cross at the inter-
faces of the quantum well formed by HgTe/(Hg,Cd)Te to form
the edge states [73]. More recently, the occurrence of 3-D
TI in bulk solids of binary compounds containing bismuth
(e.g., Bi2Se3 and Bi2Te3) have been theoretically predicted and
experimentally observed [74]–[76]. Furthermore, it has been
demonstrated that TIs may be more efficient than spin Hall
metals in generating SOT [77], [78]. The potential for gener-
ating large SOTs using TIs at room temperature [78] opens
pathways to improving the energy efficiency of spin devices
for ultralow power computations.

III. ON-CHIP MEMORIES USING SPIN TORQUE DEVICES

The physical phenomena discussed in Section II may be
exploited to realize nonvolatile storage devices for on-chip
memory applications. It has been shown that STT mag-
netic random access memory (STT-MRAM) is a promising
candidate for future on-chip memory technology due to its
nonvolatility, compatibility with the CMOS fabrication pro-
cess, excellent endurance, and scalability [4]–[7]. The structure
of the standard STT-MRAM bit-cell consists of an MTJ and an
access transistor (ATx) connected as shown in Fig. 8(a) (this
bit-cell is also known as the 1T-1MTJ or 1T-1R STT-MRAM
bit-cell). Note that STT-MRAM using this bit-cell configura-
tion, also called the “bottom-pinned” bit-cell in the literature,
has been fabricated [79]–[84]. The ATxs allow selective access
to the MTJs, which are the storage elements in the memory
array shown in Fig. 8(b).

Let us consider the write operation being performed on
an STT-MRAM bit-cell as shown in Fig. 8(c) and (d). The
word line (WL) connected to the bit-cell is charged to VDD
so that the ATx of the bit-cell can pass current between the
bit line (BL) and the source line (SL) through the MTJ. If a
0 is to be written into the bit-cell, a current is passed from
the FL to the PL so that the MTJ is programmed into the P
configuration. The voltage of BL is charged to VDD and that
of SL is discharged to GND so the MTJ is parallelized to the
P configuration. If instead a 1 is to be written into the bit-cell,

§ Spin current: Is “ θSH
As
Aq
Iqσ

§ Is can be larger than Iq for scattering
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Properties

Behavior – Like a quantum Hall insulator
Current – Similar to SOT

§ More efficient than SOT.

§ Can improve energy efficiency of spin devices for ultralow
power computing at room temperature.

§ Haven’t found any references designing based on this.

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Spin-Transfer Torque Devices

Vertical Spin Valve
2 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 35, NO. 1, JANUARY 2016

(a) (b) (c)

Fig. 2. (a) Physical structure of a VSV is shown. The SV conductance is high (low) in P (AP) configuration. Simplified energy band diagrams of an MTJ in
(b) P and (c) AP configurations showing tunneling current dependence on the relative orientation of the two FM contacts. Energy band diagram is described
by a parabolic band with equilibrium Fermi level (EF), effective masses for electrons in FM and TB (m∗

FM, m∗
OX), spin splitting �, and barrier height of a

TB (UB).

fields may be unsuitable for applications where high den-
sity of on-chip nano-magnets is desirable. A more efficient
way of controlling the magnetization of the nano-magnet is
to exploit the spin-transfer torque (STT) effect, which was
theoretically predicted by Slonczewski [2] and Berger [3].
The STT effect can be qualitatively understood by consider-
ing the interaction of spin-polarized current (or spin current)
with a nano-magnet [see Fig. 1(b)]. When spin current flows
through a nano-magnet, its constituent electrons experience an
exchange field—the same field that aligns all the spins in the
nano-magnet—if their spin-polarization and the magnetization
direction are noncollinear. The net effect is that the transverse
components of spin-polarized current average out to zero and
the spin of the electron becomes aligned with the magnetiza-
tion direction of the nano-magnet (spin-filtering effect). Due
to angular momentum conservation, a torque of equal magni-
tude but opposite sign is exerted on the nano-magnet, causing
its magnetization to rotate.

The preceding discussion on current-induced switching of
nano-magnets is one example of an advancement that makes
spintronic circuits feasible. In the literature, various devices
based on STT have been proposed for memory and logic appli-
cations. Among the biggest obstacles to realize highly scalable
spin devices are the engineering and development of magnetic
materials and device fabrication techniques [4]–[7]. The rest of
this paper is organized as follows. In Section II, the promising
mechanisms that may be exploited to generate STT in nano-
magnets are reviewed. Proposed device structures and their
associated interfacing circuits are then described in Section III
to demonstrate how such devices can serve as the basic build-
ing blocks for memory. Finally, we complete our discussion by
presenting STT devices that have been proposed for Boolean
logic applications (Section IV), interconnects (Section V), and
non-Boolean logic applications (Section VI).

II. SPIN-TRANSFER TORQUE DEVICES AND PHENOMENA

Several STT-based device structures have been proposed in
the literature for a myriad of applications. In this section, we
present a review of the basic STT devices and their underly-
ing physical phenomena. As we shall see in the later sections

of this paper, these basic STT devices may be used as build-
ing blocks in memory and Boolean and non-Boolean logic
applications. In all the devices we will discuss, the magnetic
configuration of the nano-magnets in the devices are manip-
ulated to perform various logic operations. The behavior of
the magnetization, m, of a nano-magnet in the presence of
an effective magnetic field, Heff, and a spin current, Is, may
be modeled using the Landau–Lifshitz–Gilbert (LLG) equa-
tion with extra terms describing the interaction between the
nano-magnet and spin current [8]

∂m
∂t

= −|γ |(m × Heff) + α

(
m × ∂m

∂t

)

+ 1

qNs
(m × Is × m) + 1

qNs
β(m × Is) (1)

where Ns is the number of spins comprising the nano-magnet
given as Ns = MsV/μB. Ms and V are the saturation magne-
tization and volume of the nano-magnet, respectively, and μB

the Bohr magneton. The first two terms represent the pre-
cession and damping torques, respectively, that govern the
evolution of the magnetization due to the presence of the
effective magnetic field. The last two terms represent current-
induced torques that takes Slonczewski-like and field-like
forms, respectively. The Slonczewski-like term describes the
transverse component of spin current being absorbed by the
nano-magnet whereas the field-like term describes the torque
that has the same form as the precession term due to magnetic
field. The field-like torque is usually described by its relative
strength to the Slonczewski-like torque written as β. In the
subsequent section, we will describe how spin current can be
generated and present corresponding expressions for it.

A. Vertical Spin Valve

Historically, the vertical spin valve (VSV) structure shown in
Fig. 2(a) was invented and used as a sensor that has a resistance
that depends on the magnetic orientation of the magnetic layers
in the spin valve (SV). It consists of two ferromagnetic (FM)
layers sandwiching a spacer layer. The magnetization direction
of one FM layer is magnetically pinned, hence it is called the
pinned layer (PL), whereas that of the other FM layer is free to
rotate, hence it is called the free layer (FL). VSVs exploit either

Tunneling magneto-resistance(TMR)[S.Ikeda,IEEE,2007]

Layer – Pinned layer & Free layer
Spacer – Insulator
Function – Conductance is high(P) or low(AP)

Resistance – R “
´
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(a)

(b) (c) (d)

Fig. 3. (a) Physical structure of an LSV consisting of FM contacts (injector and detector) and NM channel. (b) Definition of charge and spin ECP (μ) and
current (I). (c) Schematic of local measurements. (d) Nonlocal measurements that have been made to experimentally observe MR effect and pure spin current
generation.

the tunneling magneto-resistance (TMR) effect discovered by
Jullière in 1975 [9] or the giant magneto-resistance (GMR)
effect discovered by Baibich et al. [10] and Binasch et al. [11].
The key difference between TMR- and GMR-based SVs is
that a metallic spacer is used in GMR-based SVs, whereas
an insulator spacer is used in TMR-based SVs. An SV may
be characterized by its magneto-resistance (MR), which is a
ratio defined by �G/G and expressed as a percentage. Here,
�G is the difference between the conductance of the stack
in the parallel (P) configuration and in the anti-parallel (AP)
configuration (see Fig. 2) and G is the conductance of the
SV in the AP configuration. While the MR ratio measured by
Jullière [9] was 14% in a Fe/Ge-O/Co stack at T ∼ 4.2 K (T is
the temperature), that measured by Baibich et al. [10] in Fe/Cr
superlattices was 80% at T ∼ 4.2 K. A better understanding of
GMR and TMR effects has been developed since then [12]–[19],
and TMR ratio of a few hundred percent are routinely achieved
in CoFeB-based magnetic tunnel junctions (MTJs) today. A
summary of GMR and TMR ratios can be found in [19] and [20].

The GMR effect can be explained by considering the scat-
tering of spin-polarized electrons as they travel through the SV
perpendicular to the interfaces. When the magnetic layers in
the GMR-based SV are in the P configuration, electrons expe-
rience little scattering and can pass through the structure easily.
However, when the magnetic layers are aligned AP, electrons
passing through the layers experience increased spin scatter-
ing. Hence, the conductance of the GMR-based SV is high
and low when it is in P and AP configuration, respectively.

The physics in TMR-based SVs is more complex but may
be explained by considering electron tunneling through a bar-
rier using a simplified parabolic band model as shown in
Fig. 2(b) and (c) [19]. Assuming no spin-flip occurs during the
tunneling process, the tunneling current for each spin depends
on: 1) the availability of carriers with that spin in the left con-
tact and 2) the availability of empty states corresponding to
that spin on the right contact. When the TMR-based SV is
in the P configuration, the availability of carriers for a given
spin in one contact is well-matched to the availability of empty

states of the same spin in the other contact. On the other hand,
when it is in the AP configuration, the tunneling current for
each spin is either limited by the number of carriers in the
left contact or by the availability of empty states in the right
contact. Hence, just like the GMR-based SV, the resistance of
the TMR-based SV is low and high when it is in P and AP
configuration, respectively. It is found that TMR-based SVs
have larger MR ratios (which is good for sensing magnetiza-
tion) whereas GMR-based SVs have lower resistance (which
may be desirable for reducing energy consumption). These
are important considerations when selecting VSVs for various
applications.

So far, we have seen that the VSV structure provides a
simple way to electrically sense the magnetic state of a nano-
magnet by utilizing GMR and TMR effects. Interestingly,
VSVs also provide a means to control and manipulate the
magnetization of the constituent magnetic layers. As elec-
trons flow through the VSV, the first FM layer polarizes the
electron spins into its magnetization direction. When these
electrons are injected into the other FM layer, a torque is
exerted on the magnetization of that FM layer due to the STT
effect. Depending upon the orientation of the magnetization
and the polarization of spin current, the magnetization of a
nano-magnet can be either switched or driven into a steady
oscillation. The spin current generated in the VSV structure
can be expressed as

Is = ηImp (2)

m represents the direction of the FM layer, mp is the direc-
tion of spin polarization of spin current, and I is the charge
current. η describes the degree to which the charge current is
spin-polarized, and may depend on the bias voltage across the
VSV and m and mp [21], [22]. Usually in the VSV structure,
the magnetization of the PL is strongly pinned and the mag-
netization of the FL is switched much more easily by spin
currents. Hence, the magnetization dynamics of the PL may
be safely ignored to simplify analysis.

§ Both injector and detector are FM

§ The channel is NM

§ Local & nonlocal measurements
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Fig. 3. (a) Physical structure of an LSV consisting of FM contacts (injector and detector) and NM channel. (b) Definition of charge and spin ECP (μ) and
current (I). (c) Schematic of local measurements. (d) Nonlocal measurements that have been made to experimentally observe MR effect and pure spin current
generation.

the tunneling magneto-resistance (TMR) effect discovered by
Jullière in 1975 [9] or the giant magneto-resistance (GMR)
effect discovered by Baibich et al. [10] and Binasch et al. [11].
The key difference between TMR- and GMR-based SVs is
that a metallic spacer is used in GMR-based SVs, whereas
an insulator spacer is used in TMR-based SVs. An SV may
be characterized by its magneto-resistance (MR), which is a
ratio defined by �G/G and expressed as a percentage. Here,
�G is the difference between the conductance of the stack
in the parallel (P) configuration and in the anti-parallel (AP)
configuration (see Fig. 2) and G is the conductance of the
SV in the AP configuration. While the MR ratio measured by
Jullière [9] was 14% in a Fe/Ge-O/Co stack at T ∼ 4.2 K (T is
the temperature), that measured by Baibich et al. [10] in Fe/Cr
superlattices was 80% at T ∼ 4.2 K. A better understanding of
GMR and TMR effects has been developed since then [12]–[19],
and TMR ratio of a few hundred percent are routinely achieved
in CoFeB-based magnetic tunnel junctions (MTJs) today. A
summary of GMR and TMR ratios can be found in [19] and [20].

The GMR effect can be explained by considering the scat-
tering of spin-polarized electrons as they travel through the SV
perpendicular to the interfaces. When the magnetic layers in
the GMR-based SV are in the P configuration, electrons expe-
rience little scattering and can pass through the structure easily.
However, when the magnetic layers are aligned AP, electrons
passing through the layers experience increased spin scatter-
ing. Hence, the conductance of the GMR-based SV is high
and low when it is in P and AP configuration, respectively.

The physics in TMR-based SVs is more complex but may
be explained by considering electron tunneling through a bar-
rier using a simplified parabolic band model as shown in
Fig. 2(b) and (c) [19]. Assuming no spin-flip occurs during the
tunneling process, the tunneling current for each spin depends
on: 1) the availability of carriers with that spin in the left con-
tact and 2) the availability of empty states corresponding to
that spin on the right contact. When the TMR-based SV is
in the P configuration, the availability of carriers for a given
spin in one contact is well-matched to the availability of empty

states of the same spin in the other contact. On the other hand,
when it is in the AP configuration, the tunneling current for
each spin is either limited by the number of carriers in the
left contact or by the availability of empty states in the right
contact. Hence, just like the GMR-based SV, the resistance of
the TMR-based SV is low and high when it is in P and AP
configuration, respectively. It is found that TMR-based SVs
have larger MR ratios (which is good for sensing magnetiza-
tion) whereas GMR-based SVs have lower resistance (which
may be desirable for reducing energy consumption). These
are important considerations when selecting VSVs for various
applications.

So far, we have seen that the VSV structure provides a
simple way to electrically sense the magnetic state of a nano-
magnet by utilizing GMR and TMR effects. Interestingly,
VSVs also provide a means to control and manipulate the
magnetization of the constituent magnetic layers. As elec-
trons flow through the VSV, the first FM layer polarizes the
electron spins into its magnetization direction. When these
electrons are injected into the other FM layer, a torque is
exerted on the magnetization of that FM layer due to the STT
effect. Depending upon the orientation of the magnetization
and the polarization of spin current, the magnetization of a
nano-magnet can be either switched or driven into a steady
oscillation. The spin current generated in the VSV structure
can be expressed as

Is = ηImp (2)

m represents the direction of the FM layer, mp is the direc-
tion of spin polarization of spin current, and I is the charge
current. η describes the degree to which the charge current is
spin-polarized, and may depend on the bias voltage across the
VSV and m and mp [21], [22]. Usually in the VSV structure,
the magnetization of the PL is strongly pinned and the mag-
netization of the FL is switched much more easily by spin
currents. Hence, the magnetization dynamics of the PL may
be safely ignored to simplify analysis.
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the tunneling magneto-resistance (TMR) effect discovered by
Jullière in 1975 [9] or the giant magneto-resistance (GMR)
effect discovered by Baibich et al. [10] and Binasch et al. [11].
The key difference between TMR- and GMR-based SVs is
that a metallic spacer is used in GMR-based SVs, whereas
an insulator spacer is used in TMR-based SVs. An SV may
be characterized by its magneto-resistance (MR), which is a
ratio defined by �G/G and expressed as a percentage. Here,
�G is the difference between the conductance of the stack
in the parallel (P) configuration and in the anti-parallel (AP)
configuration (see Fig. 2) and G is the conductance of the
SV in the AP configuration. While the MR ratio measured by
Jullière [9] was 14% in a Fe/Ge-O/Co stack at T ∼ 4.2 K (T is
the temperature), that measured by Baibich et al. [10] in Fe/Cr
superlattices was 80% at T ∼ 4.2 K. A better understanding of
GMR and TMR effects has been developed since then [12]–[19],
and TMR ratio of a few hundred percent are routinely achieved
in CoFeB-based magnetic tunnel junctions (MTJs) today. A
summary of GMR and TMR ratios can be found in [19] and [20].

The GMR effect can be explained by considering the scat-
tering of spin-polarized electrons as they travel through the SV
perpendicular to the interfaces. When the magnetic layers in
the GMR-based SV are in the P configuration, electrons expe-
rience little scattering and can pass through the structure easily.
However, when the magnetic layers are aligned AP, electrons
passing through the layers experience increased spin scatter-
ing. Hence, the conductance of the GMR-based SV is high
and low when it is in P and AP configuration, respectively.

The physics in TMR-based SVs is more complex but may
be explained by considering electron tunneling through a bar-
rier using a simplified parabolic band model as shown in
Fig. 2(b) and (c) [19]. Assuming no spin-flip occurs during the
tunneling process, the tunneling current for each spin depends
on: 1) the availability of carriers with that spin in the left con-
tact and 2) the availability of empty states corresponding to
that spin on the right contact. When the TMR-based SV is
in the P configuration, the availability of carriers for a given
spin in one contact is well-matched to the availability of empty

states of the same spin in the other contact. On the other hand,
when it is in the AP configuration, the tunneling current for
each spin is either limited by the number of carriers in the
left contact or by the availability of empty states in the right
contact. Hence, just like the GMR-based SV, the resistance of
the TMR-based SV is low and high when it is in P and AP
configuration, respectively. It is found that TMR-based SVs
have larger MR ratios (which is good for sensing magnetiza-
tion) whereas GMR-based SVs have lower resistance (which
may be desirable for reducing energy consumption). These
are important considerations when selecting VSVs for various
applications.

So far, we have seen that the VSV structure provides a
simple way to electrically sense the magnetic state of a nano-
magnet by utilizing GMR and TMR effects. Interestingly,
VSVs also provide a means to control and manipulate the
magnetization of the constituent magnetic layers. As elec-
trons flow through the VSV, the first FM layer polarizes the
electron spins into its magnetization direction. When these
electrons are injected into the other FM layer, a torque is
exerted on the magnetization of that FM layer due to the STT
effect. Depending upon the orientation of the magnetization
and the polarization of spin current, the magnetization of a
nano-magnet can be either switched or driven into a steady
oscillation. The spin current generated in the VSV structure
can be expressed as

Is = ηImp (2)

m represents the direction of the FM layer, mp is the direc-
tion of spin polarization of spin current, and I is the charge
current. η describes the degree to which the charge current is
spin-polarized, and may depend on the bias voltage across the
VSV and m and mp [21], [22]. Usually in the VSV structure,
the magnetization of the PL is strongly pinned and the mag-
netization of the FL is switched much more easily by spin
currents. Hence, the magnetization dynamics of the PL may
be safely ignored to simplify analysis.
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(a) (b) (c) (d)

Fig. 8. (a) Connection of bottom-pinned STT-MRAM bit-cell is shown. (b) Bit-cells are usually arranged in an array as illustrated by the example with
two rows and two columns. The MTJ behaves like a variable resistance that is programmable. A row of cells is selected by charging the WL along that row
to VDD. The current directions for writing (c) “0” and (d) “1.”

the direction of current flow is reversed so that the MTJ is
anti-parallelized into the AP configuration. The voltage of SL
is charged to VDD and that of BL is discharged to GND so that
current flows from PL to FL in the MTJ. Note that the value
of VDD must be set such that the currents flowing through the
MTJ (IMTJ) during write operations are at least as large as the
critical currents, IC (0) and IC (1), needed to write a 0 and
a 1, respectively.

The read operation for STT-MRAM occurs in a similar fash-
ion. The WL connected to the bit-cell that is selected for
reading is charged to VDD. In the voltage sensing scheme,
a read current (IREAD) is passed through the bit-cell so that a
voltage develops between BL and SL (VCELL). A voltage sense
amplifier (VSA) compares VCELL to a reference voltage, VREF.
The bit-cell stores a 1 if VCELL > VREF, and the VSA out-
puts a 1. Otherwise, the bit-cell stores a 0 and the VSA
outputs a 0. In the current sensing scheme, the voltage across
the BL and SL is fixed at a read voltage, VREAD. The current
flowing through the bit-cell (ICELL) is compared to a refer-
ence current, IREF, using a current sense amplifier (CSA). The
bit-cell stores a 0 if ICELL > IREF, and the CSA outputs a 0.
Otherwise, the bit-cell stores a 1 and the CSA outputs a 1. Note
that current flows through the MTJ during read operations
regardless of the sensing scheme used. Since write operations
also occur by passing current through the MTJ, the current
through the MTJ during read operations needs to be kept small
to ensure that the bit-cell is not accidentally overwritten during
read operations.

Comparison of STT-MRAM to SRAM and to DRAM shows
the benefits due to nonvolatility and integration density of
STT-MRAM arrays, which offset the high write power of
STT-MRAM bit-cells [85], [86]. Unlike SRAM and DRAM,
the STT-MRAM array is nonvolatile and may be powered off
to save standby/leakage power without data loss. Furthermore,
the integration density of STT-MRAM can be 3 − 4× that of
SRAMs. Therefore, under iso-memory-array area, the larger
density of STT-MRAMs can reduce off-chip memory accesses,
leading to better performance (even though the memory
bit-cell performance in terms of read and write are worse
than CMOS SRAMs) [85]. Moreover, the half-select issue
in SRAM is absent in STT-MRAM due to its nonvolatil-
ity [85]. For these reasons, STT-MRAM-based L2 caches may
be more energy efficient than their SRAM counterparts as

shown by the results of system-level analysis using SPEC2K
benchmarks in [85]. These benchmark results show that STT-
MRAM-based L2 caches can achieve as much as 10% and
28% improvement in instructions per cycle and total energy
reduction, respectively, over SRAM-based L2 caches [85].

In addition to the benefits just discussed, STT-MRAM
arrays may be embedded with new functionality at almost no
cost [87]–[94]. Process variations in the STT-MRAM array
may be exploited so that the array functions as RAM and as
a physically unclonable function (PUF) [87]–[93]. The PUF
may then be used for hardware security applications. Another
example is that read-only memory (ROM) may be embedded
in the STT-MRAM array as well at no area cost [94]. Each bit-
cell in the STT-MRAM array stores RAM in its MTJ whereas
the ROM data is stored as the physical connection of the bit-
cell. Modifications to the sensing circuitry then allow RAM
and ROM data to be read out. The ROM data may be then
used to accelerate a plethora of applications (such as storing
tables for evaluation of special functions and/or storing test
vectors for built-in self-test) which would otherwise have to
be fetched from off-chip memory.

Although STT-MRAM provides many benefits, there are
design issues, such as high write energy, read/write stability,
and oxide reliability, that need to be overcome. For exam-
ple, it was shown that 1T-1MTJ STT-MRAM suffers from
retention, write, disturb, and decision failures under process
variations [95]–[98]. Retention failure occur because thermal
excitations in the MTJ may cause the MTJ state to be flipped.
Write failure occurs when the state of the MTJ is not success-
fully programmed during a write operation. This is further
exacerbated by the source degeneration effect of the ATx, as
illustrated by Fig. 8(d) [85], [86], [99]. When current flows
from SL to BL, the gate-to-source voltage (VGS) of the ATx,
which is directly proportional to its driving strength, becomes
VGS = VDD−IWRRMTJ. Hence, as write current IWR increases,
VGS decreases, and in overall, the write current is limited
when current flows from SL to BL. Read and write opera-
tions both require current to be passed through the MTJ and
can cause disturb failures when the state of the MTJ is acci-
dentally flipped during a read operation. Also, decision failures
occur when the sense amplifier senses the data stored in the bit-
cell incorrectly and the single-ended sensing scheme employed
in 1T-1MTJ STT-MRAM is more prone to decision failures

Write Operation

§ WL is charged to VDD

§ ’0’ BLÑ VDD ; SLÑ VSS

§ ’1’ BLÑ VSS ; SLÑ VDD

§ VDD in ’0’ is smaller than that in ’1’

Read Operation

§ WL is charged to VDD

§ Give a current then compare voltage and
vice versa.
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Benefits & Issues

Benefits

1) Nonvolatile can be powered off

2) Itegration density can be 3´ 4ˆ than that of SRAMs

3) The half-select issue in SRAM is absent due to nonvolatile

4) STT-MRAM arrays may be embedded with new functionality
at almost no cost.

Issues

1) High write energy

2) Read/write stability

3) Oxide reliability
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(a)

(b)

Fig. 9. (a) DWMTJ-based bit-cell and read current. (b) Write current for
writing ‘0’ and ‘1’. The DWMTJ state is represented by the magnetization of
the region just under the read port. Note that the read and write current paths
are decoupled.

than self-referenced differential sensing schemes. Thus, it is
challenging to mitigate retention, write, disturb and deci-
sion failures simultaneously due to their conflicting design
requirements [98], [100]. Consequently, alternative storage
device structures have been proposed in the literature to
improve STT-MRAMs [48], [52], [101]–[116]. The key idea in
these structures is to mitigate the conflicting design require-
ments in 1T-1MTJ STT-MRAM for example by separating
the read and the write current paths [101], [102], avoiding
the source degeneration issue [107]–[110], or increasing inte-
gration density [111]–[116]. In the rest of this section, we
review several examples that illustrate the use of physical
phenomena presented in Section II to implement alternative
STT device structures that are well-suited for on-chip memory
applications.

A. Domain Wall Based MTJ Structure

The domain-wall based MTJ (DWMTJ) [48], [103] can also
act as a multiterminal memory as Fig. 9(a) shows. It consists of
a DWS with complementary polarized PLs at the ends (i.e., the
PL magnetizations are opposite), and a free region between
the PLs. A tunnel oxide is deposited on top of the free region
followed by another PL.

Fig. 9(b) shows write operations that exploit CIDWM by
passing current between the PLs of the DWS. Depending on
the direction of current (writing a 1 or a 0), the DW moves
either to the right or to the left of the FL region, as shown in
the figure.

Read operations occur by passing current between the DWS
and the top PL (shown in Fig. 9 as IRD), through the tunnel-
ing oxide layer. The read current senses the resistance of the
MTJ (high or low) based on the state of the FL, which is

(a) (b)

Fig. 10. (a) Schematic of RTM consisting of shift, write, and read ports.
(b) DWs move along the direction of electron flow due to the STT effect.
Ideally, all DWs should displace by equal amounts (v1 = v2). If not, either
annihilation (v1 > v2) or creation (v1 < v2) of a domain occurs, leading to
corrupted data.

determined by the location of the DW. The advantages of
the DWMTJ structure are separation of read and write cur-
rent paths, and low resistance in the write current path. The
low resistance write current path reduces the write energy dis-
sipation. Since large write currents do not flow through the
tunnel oxide, the reliability is also improved. Finally, the dis-
tinguishability between states in the DWMTJ can be improved
by using a thicker tunneling oxide, leading to better cell
TMR ratio.

B. Racetrack Memory

Racetrack memory (RTM), proposed in 2008 by IBM, is
based on the DW physics discussed in Section III-A [111].
The key advantage of RTM is extreme integration density.
RTM consists of a write port, a read port, a shift port, and a
long DWS. Information is stored in the form of magnetization
directions in many magnetic regions, or domains, along the
DWS [see Fig. 10(a)].

In RTM, the memory address of the data stored in each
segment of the DWS is variable. As Fig. 10(a) shows, a shift
port placed at the ends of the DWS controls the sequential
shifting of data bits into and out of the read and write ports so
as to perform read and write operations, respectively. Current
injected through the shift port moves DWs along the DWS
using the STT effect, which results in DW movement along the
direction of electron flow. The number of data bits that can be
stored in the DWS depends on its length. Large numbers of bits
may be stored for a given area by integrating DWS vertically.
Read operations occur at the read port, by employing either a
magnetic field sensor or by forming an MTJ at the read port.
Likewise, write operations occurs at the write port where data
can be written into the magnetic region above the write port
using either a localized magnetic field or STT by forming
an MTJ at the write port. Although the read and write ports
are shown to be separate for the purpose of illustration, a
combined read/write port may also be used.

An important design issue in RTM is that under process
variations, and due to stochastic nature of DWM, it may be
difficult to uniformly control the motion of all DWs in a

Writing Operation

§ WWLÑ VDD

§ ’0’ BLÑ VDD ; WSLÑ VSS

§ ’1’ BLÑ VSS ; WSLÑ VDD

Reading Operation

§ RWLÑ VDD

§ Same as the basic device
discussed before.
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Improvement

Benefits
§ Separation of read and write rurrent path.

§ Low resistane in the write current path.

§ Large write current doesn’t flow through tunnel oxide, the
reliability is improved.

§ Distinguishability between states in the DWMTJ can be
improved by using a thicker tunneling oxide, leading to better
cell TMR ratio.
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Racetrack Memory[IBM,Science,2008]
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Racetrack Memory

Benefits
§ Extremely high integration

density.

§ Average access time will be
10´ 50ns while HDD and
MRAM are p5msq and
pą 10nsq perspectively.

Issues
§ High current density.

§ Thermal noises.

§ The latency can cause the
access time to be large and
variable.
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Fig. 11. Basic SOT MRAM device and its bit-cell.

DWS [111]. The functionality of RTM depends on the abil-
ity to shift DWs in unison along a DWS. Note that notches
may be used to create regions of strong pinning potential
along the DWS, so the magnetic domains and hence the DWs
are stable at the desired locations in the presence of thermal
noise [117] [see Fig. 10(b)]. Under process variations, how-
ever, the pinning potential may vary along the DWS (with
or without notches) and the current needed to displace DW
becomes dependent on the DW location along DWS. Consider
the illustration in Fig. 10(b), where unequal velocities of
DW1 and DW2 can result in either the annihilation or cre-
ation of domains, leading to corruption of stored information.
The creation and annihilation processes can occur at multi-
ple sites along the DWS and cause data stored in an RTM
bit-cell to become catastrophically corrupted during shift oper-
ations. In addition to the challenge of ensuring reliable shift,
there are significant challenges that arise when using RTM
as a replacement for CMOS memory. First, the latency to
shift bits along the DWS can cause the access time to an
RTM bit-cell to be large and variable. Suitable circuit and
architecture level techniques are required to mitigate these
challenges [118], [119].

C. Spin-Orbit Torque Based MTJ Memory Device

The basic structure of the SOT-MRAM [52], [105] device
and bit-cell is shown in Fig. 11. It consists of an MTJ with
its FL in contact with an HM that demonstrates strong spin-
orbit coupling. In this structure, a charge current flowing
through the HM induces a torque on the FM immediately
above it (i.e., the FL). Considering the SHE picture discussed
in Section II-D, a spin current, Is, is injected to the FM when
a charge current, Iq, is passed through the HM. Note that
the spin current can be much larger than the charge current
(see Section II-D and Fig. 7), leading to energy-efficient write
operations. Moreover, the reliability of the tunneling oxide is
improved because current only flows through it during read
operations and it may be further optimized for read opera-
tions. However, since the SOT-MRAM bit-cell requires two
ATxs, its integration density may not be as high as 1T-1MTJ
STT-MRAM.

Note that SOT may also be used to reduce the write cur-
rent of other MTJ structures, such as the DWMTJ structure

discussed in Section III-A. A Co DWS grown on Pt and capped
with AlOx was investigated in [57]. The results corroborate
the theory that the current density needed to move the DW in
such multilayers is reduced when an HM underlay is incor-
porated [120]–[122]. Furthermore, the dependence of the DW
velocity on the direction of current flow depends on the choice
of HM [40]. In summary, various alternative device structures
and bit-cell designs can be used to mitigate the challenges
associated with standard STT-MRAM.

IV. SPIN TORQUE DEVICES FOR BOOLEAN LOGIC

STT devices provide unique opportunities to either supple-
ment or replace CMOS-based Boolean logic. In this section,
we begin with a discussion on a new computing paradigm
called “normally-off computing” [123], [124] that enables
ultralow power spin-CMOS hybrid computing systems. Then,
we briefly discuss MTJ-based true random number generators
(TRNGs) that can replace bulky CMOS implementations. This
will be followed by the review of some of the Boolean logic
styles based on STT devices [32], [125]–[128], and their pros
and cons.

A. Normally-off Computing

The nonvolatility of STT devices has opened up a new
ultralow power computing paradigm called normally-off com-
puting [123], [124]. The central idea behind normally-off
computing is to turn off or power-gate inactive parts of the sys-
tem as much as possible to reduce static power consumption.
Since the delay to save and restore the state of power-gated
circuits is prohibitively large in current CMOS system imple-
mentations [123], nonvolatile circuit blocks are needed to
achieve instant-on capability and minimize the performance
penalty of power-gating. The implementation of normally-off
computing systems can benefit from a nonvolatile storage hier-
archy, and the memory devices discussed earlier can be utilized
for this purpose. Moreover, flip-flops with nonvolatility are
also required to store the state of the logic in stand-by mode
of operation. Several nonvolatile flip-flop (NVFF) designs that
are based on STT-devices have been proposed [129]–[133].
Fig. 12 shows two examples of nonvolatile master-slave D-FFs
where only the slave latch of the D-FF is modified to achieve
nonvolatility. Prior to power gating, the current state of the
storage nodes (SN1 and SN2) are backed up to the MTJs
(MTJ1 and MTJ2). In the example shown in Fig. 12(b), the
backup operation occurs by turning on the signal SR and puls-
ing the CTRL line during which, the current flowing through
MTJ1 and MTJ2 will depend on the voltages at SN1 and
SN2, respectively. Likewise, a backup operation in SHE-NVFF
[Fig. 12(c)] occurs by first turning on BEN. When BEN is high
and REN and EQ are low, current only flows through the spin
Hall metal and complementary data are written into MTJ1
and MTJ2. After a backup operation is completed, power gat-
ing can be performed to eliminate static power consumption.
To resume operation, the resistance of the MTJs are used to
restore the voltages in the storage nodes SN1 and SN2. In
STT-NVFF, the inverters (INVs) are gradually powered on
(with SR = ‘1’ and CTRL = ‘0’), and different resistances of

Writing Operation

§ WWLÑ VDD

§ ’0’ BLÑ VDD ;
WSLÑ VSS

§ ’1’ BLÑ VSS ;
WSLÑ VDD

Reading Operation

§ RWLÑ VDD

§ Same as the basic
device discussed
before.
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Characteristics for logic

Five essential points:[Behtash, Nature.nano, 2010]

§ Concatenability Input and output should be in the same form.

§ Nonlinearity The input and output should be bistability ,i.e.
one should provide digitization of information.

§ Nonreciprocal Output shouldn’t influence the input.

§ Gained Output must be charged by indenpendent sources.

§ Constructable All other logic functions can be constructed
based on a minimal set of operations.
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Normally-off Computing

Instant-on & Normally-off Computing[K.Ando,APL,2014]

§ The present computers are designed on the premise that
power will always be supllied.

§ Normally-off computer is only suplied while operating.

Requirement of Normally-off computer

§ Non-volatile devices that don’t require a power supply to
remain inforemation.

§ High speed operation to manipulate the information.
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Normally-off Computing

Spin-transfer torque magnetoresistive random-access memory technologies
for normally off computing (invited)

K. Ando,1,a) S. Fujita,2 J. Ito,2 S. Yuasa,1 Y. Suzuki,3 Y. Nakatani,4 T. Miyazaki,5

and H. Yoda2
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Most parts of present computer systems are made of volatile devices, and the power to supply them

to avoid information loss causes huge energy losses. We can eliminate this meaningless energy loss

by utilizing the non-volatile function of advanced spin-transfer torque magnetoresistive random-

access memory (STT-MRAM) technology and create a new type of computer, i.e., normally off
computers. Critical tasks to achieve normally off computers are implementations of STT-MRAM

technologies in the main memory and low-level cache memories. STT-MRAM technology for

applications to the main memory has been successfully developed by using perpendicular STT-

MRAMs, and faster STT-MRAM technologies for applications to the cache memory are now being

developed. The present status of STT-MRAMs and challenges that remain for normally off

computers are discussed. VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4869828]

I. INTRODUCTION

The room temperature (RT) tunnel magneto-resistance

(TMR) effect1,2 found in Al-O based magnetic tunnel junc-

tions (MTJs) has enabled a new type of non-volatile mem-

ory, i.e., the magneto-resistive random access memory

(MRAM). The concept of “instant-on computers” has

attracted attention around 2000 as an application of

MRAMs. MRAMs were expected to reduce the start-up time

of computers and to reduce user frustration. MRAMs play an

important role only when computers start up in instant-on

computers. However, we believe that the potential of

MRAMs is not limited to start up and they have hidden

potential to change the computer architecture. We therefore

proposed the concept of "normally off computers"3 in 2001

from this point of view.

Suppose that you are typing on a keyboard. During the

approximately 100 ms to move your finger from one key to

the next, the computer needlessly wastes energy waiting for

your input. This is because most parts of present computers

are made of volatile devices, i.e., transistors and dynamic

RAMs (DRAMs), which lose information when powered off.

The present computers are designed on the premise that

power will always be supplied, i.e., they will be normally on.

If computers are redesigned so that power consumption is

zero during any short intervals when users are absent from

the job without them even being aware of it, very energy effi-

cient computers such as mobile personal computers running

on solar batteries or hand-cranked dynamos can turn into a

reality.4

We need high performance non-volatile devices that do

not require a power supply to retain information to create

normally off computers and simultaneously guarantee suffi-

ciently high speed operation to manipulate the information.

The main memory, for example, requires performance as fast

as 10 to 30 ns (Fig. 1) and density as high as 1 Gbit per chip.

However, around 2000, the feasibility of such high density

MRAMs was not clear at all. Intensive research and develop-

ment of magnetic field writing MRAMs5,6 successively led

to the commercial production of MRAMs7 in 2003, but their

use has been limited to specific applications due to their

small memory capacity of 8 Mb.

MRAM technologies have made marvelous advances to-

ward main memory applications in the last decade. Spin-

transfer torque (STT) magnetization switching of Al-O based

FIG. 1. Layered structure of computer systems. Typical access times for

smartphone, personal computer, and supercomputer systems are shown.a)Electronic mail: ando-koji@aist.go.jp.

0021-8979/2014/115(17)/172607/6/$30.00 VC 2014 AIP Publishing LLC115, 172607-1

JOURNAL OF APPLIED PHYSICS 115, 172607 (2014)
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Figure: Layered structure of computer systems.

Advantages

§ High density

§ High speed

Advantages

§ MRAM technologies have
made marvelous advances

§ Effective power reducts by
over 80% in mobile CPU
[H.Yoda,IEEE,2012]
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Normally-off Computing[K.W.Kwon,IEEE,2014]
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(a)

(b) (c)

Fig. 12. (a) Conventional volatile D-flip flop consisting of master and slave
latches. Two modifications to the slave latch to enable nonvolatility and power-
gating functionalities. (b) 2T MTJ based NVFF (STT-NVFF) [131]. (c) Three-
terminal SHE-based NVFF (SHE-NVFF) [133]. The modifications are colored
in red.

MTJ1 and MTJ2 restores the voltages of SN1 and SN2 to their
backed up voltage states. In a similar manner, in SHE-NVFF,
the power is gradually restored with EQ set high, which puts
the cross-coupled INVs in their metastable state. REN is then
set high with EQ set low, which restores the voltages of SN1
and SN2.

Although NVFFs enable power-gating that can lead to sav-
ings in standby power, the back-up and restore operations con-
sume energy. Hence, the effectiveness of such a power gating
technique is meaningful only when the energy overhead of the
backup and restore operations is less than the leakage energy
saved. This tradeoff is impacted favorably by employing an
NVFF that consumes low backup and restore energy.

B. Spin-Based True Random Number Generators

The magnetization switching of the MTJ is a stochas-
tic process due to omnipresent thermal noise. Therefore, the
switching time of the same device, under the same biasing
condition, differs from time to time. While the stochastic
switching behavior is unfavorable in memory applications,
it can be leveraged to design a promising TRNG, or spin
dice (SD), as recently proposed and demonstrated [134], [135].
The basic device structure is the same as that used for a
1T-1MTJ STT-MRAM. The operation of two-terminal (2T)
MTJ based SD can be divided into three phases: 1) reset
to a known magnetization state; 2) switch with probability
of 0.5; and 3) read the generated random bit. Compared
to CMOS implementations of TRNGs, the MTJ-based SD
offers a much smaller footprint with much lower energy
consumption. Furthermore, an existing STT-MRAM memory

Fig. 13. Structure of an n-type mLogic device is shown in high resistance
output states. Positive input current enters in+ and exits in−.

Fig. 14. Schematic of a NAND gate driving an INV using CMOS imple-
mentation (left) and mLogic implementation (right). Blue and red devices
correspond to p-type and n-type mLogic devices, respectively. The voltage
corresponding to each logic state for each logic style are also shown.

block may be reused as an array of TRNGs when needed.
The same concept can also be applied to other types of mag-
netic memories, providing an opportunity to embed TRNG
functionality with negligible overhead.

C. All-Metallic Logic (mLogic)

The basic mLogic device, shown in Fig. 13, consists of
a DWS on one side, and a pair of GMR-based SVs on the
other. The FM that is shared between the GMR-based SVs is
also magnetically coupled to the free region of the DWS. This
coupling may be FM or anti-FM, depending on the coupling
layer used [125]. Without loss of generality, let us assume that
the FM layers are ferromagnetically coupled.

In the mLogic device, the input terminals are the terminals
connected to the DWS and the output terminals are across
the PLs of the GMR-based SVs (see Fig. 13). When charge
current flows into in+ and out of in−, the DW is pushed to the
left and the magnetization of the FL on top is aligned parallel
to the PLs in the output port. Hence, the resistance between
out+ and out− is low. If the direction of current flow through
the input ports is reversed, the DW is pushed to the opposite
end of the DWS. Hence, the magnetization of the FL on top
is aligned anti-parallel to the PLs in the output port and the
resistance between out+ and out− becomes high. Hence, the
output resistance may be controlled by the direction of current
flow through the input port. The device type is defined by
how the output resistance changes with respect to the direction

Backup Operation

Turn on BEN.

Resume Operation

EQ=1, REN=0
EQ=0, REN=1.
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§ PRNGs are implemented in software and use deterministic
algorithms to generate a sequence of RNs.

§ For highly secure data encryption we need TRNGs, which are
implemented in hardware.

Spin dice: A scalable truly random number generator based on spintronics
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Generation of practical random numbers (RNs) by a spintronics-based, scalable truly RN generator called “spin dice” was demonstrated. The
generator utilizes the stochastic nature of spin-torque switching in a magnetic tunnel junction (MTJ) to generate RNs. We fabricated eight
perpendicularly magnetized MTJs on a single-board circuit and generated eight sequences of RNs simultaneously. The sequences of RNs of
different MTJs were not correlated with each other, and performing an exclusive OR (XOR) operation among them improved the quality of the RNs.
The RNs obtained by performing a nested XOR operation passed the statistical test of NIST SP-800 with the appropriate pass rate.

© 2014 The Japan Society of Applied Physics

R
andom numbers (RNs) are a fundamental building
block of modern cryptographic systems. Much effort
has been devoted to developing better random

number generators (RNGs). Taxonomically, RNGs can be
categorized into two distinct groups: pseudo-RNGs (PRNGs)
and truly RNGs (TRNGs). PRNGs are implemented in
software and use deterministic algorithms to generate a
sequence of RNs. They require seeds of RNs and will always
generate the same sequence of RNs from the same seed.
Thus, they are considered to be cryptographically insecure.
For highly secure data encryption we need TRNGs, which are
implemented in hardware and generate a sequence of RNs
using a nondeterministic physical event such as transmission
of a photon through a half mirror,1) chaotic fluctuation of
a semiconductor laser,2–6) or flux transmission in a single
flux quantum device.7) However, all of these TRNGs have
a drawback in scalability, which is important for a system
expected to handle a growing amount of data securely.

Since 2007, we have been studying a spintronics-based
TRNG referred to as “spin dice”,8–10) in which binary RNs or
random bits (RBs) are generated by using the stochastic
nature of spin-transfer-torque (STT) switching11–15) in mag-
netic tunnel junctions (MTJs). The basic mechanism for
generation of an RB is the same as that for writing a data bit
in STT magnetic random access memory (STT-MRAM).16)

The main difference is that the switching probability is set
to be 0.5 for generation of an RB in the spin dice, whereas
it should be 1.0 for STT-MRAM. Owing to the scalability
of spin-torque switching, spin dice can operate as a scalable
TRNG and can be integrated on a chip in high density.

At the beginning of this study, we used CoFeB/MgO/
CoFeB in-plane magnetized MTJs. However, those MTJs had
only a narrow magnetic field range for bistable states and a
high switching current density, which caused practical diffi-
culty in their development as spin dice. Recently, we have
succeeded in developing top-free-type perpendicularly mag-
netized MTJs (p-MTJs) with a synthetic antiferromagnetic
bottom reference layer, thereby achieving a wide magnetic
field range for the bistable states around zero magnetic field
as well as a lower switching current density, which resulted in
a very low writing voltage (<200mV).17) This type of p-MTJ
is promising for both high integration and ultra-low-voltage
operation of spin dice. This inspired us to fabricate the spin
dice working at zero magnetic field and evaluate the quality
of generated RBs.

In this Letter, we demonstrate the generation of practical
truly RNs by using a TRNG consisting of eight spin dice (p-

MTJs) integrated on a single-board circuit. We show that
temperature compensation for switching probability could
be easily achieved by adjusting the amplitude of the current
pulse. We also show that the quality of RNs could be im-
proved by performing an XOR operation on those generated
by different p-MTJs. We evaluated the quality of the RNs by
using the statistical test suite NIST SP-80018) and confirmed
that they were practical truly RNs.

Figure 1 shows the schematic diagram of spin dice. The
film stack of the p-MTJ consisted of the following: a 2-nm-
thick FeB magnetic free layer with a MgO cap layer, a 1-nm-
thick MgO barrier, and a CoPt/Ru/CoPt reference layer. The
film was fabricated into a pillar shape by a combination of
electron-beam lithography, argon ion milling, and optical
lithography. The nominal cross section of the pillar was 70 ©
200 nm, and the magnetoresistance ratio was about 100%.
Details of the p-MTJ preparation are described in Ref. 17.
The magnetic state in the free layer was switched from up to
down or vice versa by applying a 200-ns-wide current pulse.
The magnetic state obtained after the current pulse was
observed by measuring the resistance of the p-MTJ, which
was converted to an RB (“0” or “1”) by a comparator.

The switching properties of the p-MTJ are shown in
Figs. 2(a)–2(d). In Figs. 2(a) and 2(b) the resistance is plotted
as a function of the applied magnetic field and applied current,
respectively. Owing to the tunnel magnetoresistance effect
through the MgO barrier,19) the resistance of the parallel (P)
state is smaller than that of the antiparallel (AP) state. As
shown in Fig. 2(a), the P to AP (AP to P) switchings were
observed at a magnetic field of 1260Oe (¹440Oe), which
are about ten times larger than that of in-plane magntized
MTJs. This means that the p-MTJ has a larger magnetic field
margin and stable operation of the spin dice can be possible

Electrode

Electrode

Random bit

FeB

CoPt/Ru/CoPt

MgO-barrier

Pulse circuit

Reference

Free or

MgO-cap

Fig. 1. Schematic diagram of spin dice. A current pulse was injected into a
p-MTJ to switch the magnetization in the free layer by STT. The magnetic
configuration of the p-MTJ was observed by measuring the resistance and
converted into an RB by a comparator.
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1) Reset to a known magnetization state;

2) Switch with probability of 0.5;

3) Read the generated random bit. Compared.

Switching Probability

PSW “ 1´ exp

"

´
t

τ0
exp

„

´∆

ˆ

1´
I

Ic0

˙*

Where t is the duration of the current pulse, τ0 is the attempt
time, ∆ is the thermal stability parameter of the nanomagnet,
and Ic0 is the critical switching current at 0K .
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practically at zero magnetic field. The resistances of the P and
AP states were 212 and 411³, respectively. As shown in
Fig. 2(b), the P to AP (AP to P) switchings were observed
at a current of 0.75mA (¹0.27mA), which corresponds to
160mV (¹110mV). The fact that the resistances of the P and
AP states were the same as those observed in magnetic field
switching [Fig. 2(a)] confirms that perfect magnetization
switching was achieved by the current pulse. It should be
noted that, because of the small product of resistance and area
(³3³µm2), the switching voltage of the p-MTJ was as low as
<200mV for both switching directions, which is a great
advantage for realizing spin dice with high integration and
ultra-low-voltage operation.

It is known that thermal agitation causes the switching
field of a small magnet to have a distribution.20) Similarly,
the switching current of a p-MTJ nano-pillar also has a
distribution as a result of thermal agitation, which yields the
switching probability expressed as21)

PswðIÞ ¼ 1� exp � t

�0
exp �� 1� I

Ic0

� �2
" #( )

; ð1Þ

where t is the duration of the current pulse, ¸0 is the attempt
time, ¦ is the thermal stability parameter of the nanomagnet,
and Ic0 is the critical switching current at 0K.

In Fig. 2(c) the switching probabilities Psw obtained from
4 © 103 switching events are plotted as a function of current,
which is well reproduced by Eq. (1) with ¸0 = 1 ns, t = 200
ns, ¦ = 109, and Ic0 = 0.96mA. As shown in Fig. 2(c), Psw

gradually increases with increasing current from I = 0.7 to
0.8mA, which enables us to precisely control Psw by altering
the current. The temperature dependence of Psw at I = 0.73
mA is shown in Fig. 2(d). At each temperature, 2 © 105

switching events were measured to obtain Psw. One can see
that Psw exhibits good linearity between 29 and 38 °C with a
slope of 0.037 °C¹1. Therefore, the change in Psw caused by
the temperature variation of «10 °C can be easily compen-
sated for by varying the current by � �30µA.

Figure 3 schematically shows the procedure for the rolling
of the spin dice. The AP and P states in the p-MTJ are
assigned to the binary values “0” and “1”, respectively. The

yellow circles on the R–I curves shown in Figs. 3(a)–3(e)
indicate the resistance states of the p-MTJ. First, an unknown
state represented by two yellow circles in Fig. 3(a) is
initialized to the P state by the reset pulse [Fig. 3(b)]. The
magnitude of the reset pulse is large enough to initialize the p-
MTJ without fail. After the reset pulse is turned off, the p-MTJ
remains in the P state, as shown in Fig. 3(c). Then the free-
layer magnetization of the p-MTJ is excited to a bifurcation
point22) by the excite pulse [Fig. 3(d)], which corresponds
to the rolling of the spin dice. The magnitude and width of the
excite pulse are set to satisfy Psw = 0.5. At the bifurcation
point, thermal agitation induces a small random deviation
of magnetization. As a result, the magnetization will relax to
the AP or P state with the same probability of 50%. Finally,
we determine whether the final state is AP or P by measuring
the resistance, and thus we obtain an RB [Fig. 3(e)]. We
fabricated a single-board circuit that can roll eight spin
dice simultaneously at a rate of 0.6 millionbits/s and could
generate the XOR bits at the same rate.

Let us now consider the statistical properties of the RBs
generated by the spin dice. To generate high-quality RNs,
equiprobability of each switching event is indispensable.
If Psw is exactly equal to 0.5 for all switching events, the
statistical distribution of Psw of the generated RBs should be
the same as the binomial distribution. However, the switching
probability fluctuates around the nominal value of Psw = 0.5
owing to environmental effects such as thermal and current
fluctuations. This lack of equiprobability causes the deviation
from the binomial distribution. To evaluate the deviation, we
introduced a normalized variance defined as R· Ô ·sd/·bin,
where ·sd is the variance of the RBs generated by spin
dice and ·bin is that of the binomial distribution. ·bin is
given by 1=ð2 ffiffiffi

n
p Þ, where n is the number of RBs to be

examined.
Figure 4(a) shows the histograms of Psw for two different

MTJs, MTJ1 (blue) and MTJ2 (red), obtained from every
2 © 105 bits from a total of 1 © 109 bits. All results shown in
Figs. 4(a)–4(f ) were taken at a temperature of 35.7 « 0.1 °C.
Although the histograms are Gaussian shaped, the mean
value and standard deviation are not coincident with those

P
sw

P
sw

(a) (b)

(c) (d)

Fig. 2. Switching properties of the p-MTJ. (a) Resistance versus magnetic
field. (b) Resistance versus current. (c) Psw versus current. (d) Temperature
dependence of Psw.
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Fig. 3. Spin dice process. Reset and excite pulses are applied sequentially.
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(a)

(b) (c)

Fig. 12. (a) Conventional volatile D-flip flop consisting of master and slave
latches. Two modifications to the slave latch to enable nonvolatility and power-
gating functionalities. (b) 2T MTJ based NVFF (STT-NVFF) [131]. (c) Three-
terminal SHE-based NVFF (SHE-NVFF) [133]. The modifications are colored
in red.

MTJ1 and MTJ2 restores the voltages of SN1 and SN2 to their
backed up voltage states. In a similar manner, in SHE-NVFF,
the power is gradually restored with EQ set high, which puts
the cross-coupled INVs in their metastable state. REN is then
set high with EQ set low, which restores the voltages of SN1
and SN2.

Although NVFFs enable power-gating that can lead to sav-
ings in standby power, the back-up and restore operations con-
sume energy. Hence, the effectiveness of such a power gating
technique is meaningful only when the energy overhead of the
backup and restore operations is less than the leakage energy
saved. This tradeoff is impacted favorably by employing an
NVFF that consumes low backup and restore energy.

B. Spin-Based True Random Number Generators

The magnetization switching of the MTJ is a stochas-
tic process due to omnipresent thermal noise. Therefore, the
switching time of the same device, under the same biasing
condition, differs from time to time. While the stochastic
switching behavior is unfavorable in memory applications,
it can be leveraged to design a promising TRNG, or spin
dice (SD), as recently proposed and demonstrated [134], [135].
The basic device structure is the same as that used for a
1T-1MTJ STT-MRAM. The operation of two-terminal (2T)
MTJ based SD can be divided into three phases: 1) reset
to a known magnetization state; 2) switch with probability
of 0.5; and 3) read the generated random bit. Compared
to CMOS implementations of TRNGs, the MTJ-based SD
offers a much smaller footprint with much lower energy
consumption. Furthermore, an existing STT-MRAM memory

Fig. 13. Structure of an n-type mLogic device is shown in high resistance
output states. Positive input current enters in+ and exits in−.

Fig. 14. Schematic of a NAND gate driving an INV using CMOS imple-
mentation (left) and mLogic implementation (right). Blue and red devices
correspond to p-type and n-type mLogic devices, respectively. The voltage
corresponding to each logic state for each logic style are also shown.

block may be reused as an array of TRNGs when needed.
The same concept can also be applied to other types of mag-
netic memories, providing an opportunity to embed TRNG
functionality with negligible overhead.

C. All-Metallic Logic (mLogic)

The basic mLogic device, shown in Fig. 13, consists of
a DWS on one side, and a pair of GMR-based SVs on the
other. The FM that is shared between the GMR-based SVs is
also magnetically coupled to the free region of the DWS. This
coupling may be FM or anti-FM, depending on the coupling
layer used [125]. Without loss of generality, let us assume that
the FM layers are ferromagnetically coupled.

In the mLogic device, the input terminals are the terminals
connected to the DWS and the output terminals are across
the PLs of the GMR-based SVs (see Fig. 13). When charge
current flows into in+ and out of in−, the DW is pushed to the
left and the magnetization of the FL on top is aligned parallel
to the PLs in the output port. Hence, the resistance between
out+ and out− is low. If the direction of current flow through
the input ports is reversed, the DW is pushed to the opposite
end of the DWS. Hence, the magnetization of the FL on top
is aligned anti-parallel to the PLs in the output port and the
resistance between out+ and out− becomes high. Hence, the
output resistance may be controlled by the direction of current
flow through the input port. The device type is defined by
how the output resistance changes with respect to the direction

§ Coupling layer can be
p or n type.

§ Similar to pMOS and
nMOS .
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Advantages & Disadvantages

Lower voltage supplied – Sub-100mV.
Higher leakage and worsen energy efficiency.
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A general ASL devices[C.Augustine,IEEE,2011]

Fig.2: Layout of an ASL device.  Fig.3a: Layout of inverter using ASL_NC. Fig.3b: ASL_NC inverter switching 

diagram. 
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higher as shown in Fig. 1. Hence, NML approach is not amenable to 

scaling and is unable to compete with CMOS power consumption 

and performance [7]. 

Recently, it has been shown that magnets can be switched by spin-

torque [8,9], instead of magnetic field. Interestingly, scaled magnets 

can be switched efficiently using spin-torque with lower current as 

depicted in Fig.1. Hence, a spin based logic device, which utilizes

spin-torque rather than magnetic field, can have better scalability and 

recently the proposed all-spin logic (ASL) device is one such 

example [10]. In ASL, through non-local spin-propagation, spin 

signal (i.e. spin-current, IS) is routed from input magnets through 

spin-channels to the output magnet. This spin-current is responsible 

for switching the output magnet towards left or right spin 

orientations.  Here, the spin-currents from multiple input magnets are 

superposed to realize logic functions such AND or OR [10]. Note 

that, in ASL, the information storage as well as the propagated 

information is spin and hence the given name all-spin-logic. 

In addition to scalability advantage, ASL can resolve few other 

restrictions that appear in NML. For instance, the communication in 

ASL is not limited to neighboring magnets due to spin-signal 

propagation through the spin-channel. Moreover, the restriction of 

limited fan-in is also absent in ASL. It has been shown through 

extensive simulations that ASL can switch within 5psec, dissipating 

1aJ energy, with negligible standby power consumption (with area of 

0.008 m2).  According to ITRS [11], 15nm CMOS technology is 

predicted to have delay of 1psec, leakage power of , area 

of 0.02 m2 and with switching energy dissipation of . 

Hence, compared to this projected MOSFET performance, ASL can 

offer significant power and area benefits with some delay overhead. 

Although ASL  performance parameters in device level are 

promising, a circuit/system level analysis is necessary to estimate the 

benefits and drawbacks of these devices. Hence, in this paper we 

investigate three different genres of ASL devices (a) ASL without 

clock (ASL_NC), (b) ASL with clock (ASL_C) and (c) ASL with 

clock and with biaxial anisotropy (ASL_CB).  Each of the three 

devices has benefits and drawbacks and we will analyze them 

comprehensively from the system perspective. In addition, with these 

three devices in mind, we propose a new circuit design methodology

functionality enhanced all-spin logic (FEASL)  to realize low-

power, lower delay and lower area digital systems. FEASL is 

especially suited for adder and multiplier implementations, which are 

integral part of all arithmetic units. 

The organization of the paper is as follows. In section II, the three 

different ASL devices are discussed and a systematic comparison is

presented. A novel architecture and synthesis methodology FEASL 

using ASL devices is discussed in section III with adder as an 

example. The next section focuses on the fundamentals of physics 

based simulation framework for ASL devices. Using this framework, 

delay and energy dissipation are estimated. In section V, we present 

results for Discrete Cosine Transform (DCT) implemented using the 

proposed FEASL methodology. Finally, the conclusions are drawn in 

section VI.  

II. SPIN DEVICES FOR LOGIC IMPLEMENTATION 

As discussed earlier, ASL is a low power switch with switching 

mechanism based on spin-torque. Fig. 2 shows the layout of an ASL 

device which has four terminals (a) terminal1:VDD, (b) 

terminal2:VSS, (c) terminal3:input and (d) terminal4: output. The 

device consists of one magnet (or nanomagnet), which is the 

information storage unit, one high polarization (highP) magnet-

channel interface for the input, one low polarization (lowP) magnet-

channel interface for the output, an isolation between receiving 

(input) and transmitting (output) sides and spin-channels both at 

receiving and transmitting  sides as shown in Fig. 2. The two stable 

states of the magnet (left and right spin) are determined by the 

magnet anisotropy (uniaxial anisotropy, Ku) [7]. The magnet can be 

switched between stable states through spin-transfer torque 

generated by spin-current signals produced by the input ASL 

magnets. The switching of ASL magnet can be as fast as 5psec 

depending on the input signal strength (IS), the magnet and the 

channel parameters, which are explained in detail later in this 

section. Next we will consider three possible logic circuits with 

ASL. 

A. ASL_NC (ASL with no Clock) 

We have taken an example of inverter to explain the operation of 

ASL_NC (see Fig. 3a). Nanomagnet on the left (ASL1 magnet) is the 

input and the magnet on the right (ASL2 magnet) is the output. Note 

magnet is part of the ASL device and from here onwards the ASL 

magnet will be denoted as ASLM for convenience. The input and 

output ASLMs are connected together through a channel, which can 

be a non-magnetic material such as copper or silicon. Note Copper 

or Silicon has high spin- 12].  SFL indicates the 

distance over which spin signals decay and the decay can be 

attributed to different spin-flip scattering processes (e.g. spin-orbit

interaction, magnetic impurities and disorder) and thus the strength 

of input spin signal (VIN  (VX) is 

given by 
2 -x

2
IN2

S
X 2 -2x

2
S

2R
P V e

R (1-P )
V =

2R
1+ -e

R (1-P )

(1) 

where R is the magnet resistance, P is the magnet polarization and RS

is the channel resistance over one SFL [12]. It is obvious that longer 

SFL is preferred because signals from ASL1M need to be propagated 

to the ASL2M through the channel with minimum loss of 

information.   

 To begin with, both ASL1M and ASL2M are polarized in the same 

direction (say left-spin). When VDD is applied on terminal1 of both 

130 2011 IEEE/ACM International Symposium on Nanoscale Architectures

§ Concatenability
Spin orientation.

§ Nonlinearity
Energy and angle.

§ Nonreciprocal
T3 & T4.

§ Gain
Independent VDD.
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ASL with no Clock

Fig.2: Layout of an ASL device.  Fig.3a: Layout of inverter using ASL_NC. Fig.3b: ASL_NC inverter switching 

diagram. 
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higher as shown in Fig. 1. Hence, NML approach is not amenable to 

scaling and is unable to compete with CMOS power consumption 

and performance [7]. 

Recently, it has been shown that magnets can be switched by spin-

torque [8,9], instead of magnetic field. Interestingly, scaled magnets 

can be switched efficiently using spin-torque with lower current as 

depicted in Fig.1. Hence, a spin based logic device, which utilizes

spin-torque rather than magnetic field, can have better scalability and 

recently the proposed all-spin logic (ASL) device is one such 

example [10]. In ASL, through non-local spin-propagation, spin 

signal (i.e. spin-current, IS) is routed from input magnets through 

spin-channels to the output magnet. This spin-current is responsible 

for switching the output magnet towards left or right spin 

orientations.  Here, the spin-currents from multiple input magnets are 

superposed to realize logic functions such AND or OR [10]. Note 

that, in ASL, the information storage as well as the propagated 

information is spin and hence the given name all-spin-logic. 

In addition to scalability advantage, ASL can resolve few other 

restrictions that appear in NML. For instance, the communication in 

ASL is not limited to neighboring magnets due to spin-signal 

propagation through the spin-channel. Moreover, the restriction of 

limited fan-in is also absent in ASL. It has been shown through 

extensive simulations that ASL can switch within 5psec, dissipating 

1aJ energy, with negligible standby power consumption (with area of 

0.008 m2).  According to ITRS [11], 15nm CMOS technology is 

predicted to have delay of 1psec, leakage power of , area 

of 0.02 m2 and with switching energy dissipation of . 

Hence, compared to this projected MOSFET performance, ASL can 

offer significant power and area benefits with some delay overhead. 

Although ASL  performance parameters in device level are 

promising, a circuit/system level analysis is necessary to estimate the 

benefits and drawbacks of these devices. Hence, in this paper we 

investigate three different genres of ASL devices (a) ASL without 

clock (ASL_NC), (b) ASL with clock (ASL_C) and (c) ASL with 

clock and with biaxial anisotropy (ASL_CB).  Each of the three 

devices has benefits and drawbacks and we will analyze them 

comprehensively from the system perspective. In addition, with these 

three devices in mind, we propose a new circuit design methodology

functionality enhanced all-spin logic (FEASL)  to realize low-

power, lower delay and lower area digital systems. FEASL is 

especially suited for adder and multiplier implementations, which are 

integral part of all arithmetic units. 

The organization of the paper is as follows. In section II, the three 

different ASL devices are discussed and a systematic comparison is

presented. A novel architecture and synthesis methodology FEASL 

using ASL devices is discussed in section III with adder as an 

example. The next section focuses on the fundamentals of physics 

based simulation framework for ASL devices. Using this framework, 

delay and energy dissipation are estimated. In section V, we present 

results for Discrete Cosine Transform (DCT) implemented using the 

proposed FEASL methodology. Finally, the conclusions are drawn in 

section VI.  

II. SPIN DEVICES FOR LOGIC IMPLEMENTATION 

As discussed earlier, ASL is a low power switch with switching 

mechanism based on spin-torque. Fig. 2 shows the layout of an ASL 

device which has four terminals (a) terminal1:VDD, (b) 

terminal2:VSS, (c) terminal3:input and (d) terminal4: output. The 

device consists of one magnet (or nanomagnet), which is the 

information storage unit, one high polarization (highP) magnet-

channel interface for the input, one low polarization (lowP) magnet-

channel interface for the output, an isolation between receiving 

(input) and transmitting (output) sides and spin-channels both at 

receiving and transmitting  sides as shown in Fig. 2. The two stable 

states of the magnet (left and right spin) are determined by the 

magnet anisotropy (uniaxial anisotropy, Ku) [7]. The magnet can be 

switched between stable states through spin-transfer torque 

generated by spin-current signals produced by the input ASL 

magnets. The switching of ASL magnet can be as fast as 5psec 

depending on the input signal strength (IS), the magnet and the 

channel parameters, which are explained in detail later in this 

section. Next we will consider three possible logic circuits with 

ASL. 

A. ASL_NC (ASL with no Clock) 

We have taken an example of inverter to explain the operation of 

ASL_NC (see Fig. 3a). Nanomagnet on the left (ASL1 magnet) is the 

input and the magnet on the right (ASL2 magnet) is the output. Note 

magnet is part of the ASL device and from here onwards the ASL 

magnet will be denoted as ASLM for convenience. The input and 

output ASLMs are connected together through a channel, which can 

be a non-magnetic material such as copper or silicon. Note Copper 

or Silicon has high spin- 12].  SFL indicates the 

distance over which spin signals decay and the decay can be 

attributed to different spin-flip scattering processes (e.g. spin-orbit

interaction, magnetic impurities and disorder) and thus the strength 

of input spin signal (VIN  (VX) is 

given by 
2 -x

2
IN2

S
X 2 -2x

2
S

2R
P V e

R (1-P )
V =

2R
1+ -e

R (1-P )

(1) 

where R is the magnet resistance, P is the magnet polarization and RS

is the channel resistance over one SFL [12]. It is obvious that longer 

SFL is preferred because signals from ASL1M need to be propagated 

to the ASL2M through the channel with minimum loss of 

information.   

 To begin with, both ASL1M and ASL2M are polarized in the same 

direction (say left-spin). When VDD is applied on terminal1 of both 
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Fig. 5a: Layout of ASL_CB device. 
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ASL1 and ASL2, spin-signals populate the channel from both ASL1M 

and ASL2M. Due to the difference in the polarization for input 

(highP) and output terminals (lowP) which is connected to the 

channel, the net spin-signal is dominated by the ASL1M. Hence, 

ASL2M receives larger signal from ASL1M compared to the signal 

that ASL1M receives from ASL2M. Note that this polarization 

difference is essential for the proper operation of a logic gate, 

because else we cannot distinguish between input and output magnets 

[19]. 

Interestingly, the polarity of spin signals in the channel is a 

function of both input/output magnet polarization and the polarity of 

VDD. For a negative VDD, the spins in the channel is in the same 

direction as input magnet as given by Eq. (2) 
2

2 2

2. . .

(1 )

DD
S

S

V R P
I

R P
(2)

This is due to the fact that for negative VDD, electrons flow from 

terminal1 to terminal2. As a result, incoming electrons gets filtered in 

the ASL1M [10] and get polarized in the magnet direction (left spin) 

when they reach the magnet-channel interface. As a result, the 

channel is dominated by left-spin polarized electrons and due to non-

local spin torque, ASL2M stays at left-spin orientation. Hence, the 

given structure can realize a buffer when VDD is negative. 

On the other hand, for positive VDD, spins with opposite polarity as 

that of ASL1M  accumulate in the channel. This is due to the fact 

that, for positive VDD, the electrons flow into the input ASL1M 

magnet from terminal2. As a result, only spins with identical spin 

orientation as that of magnet passes through the magnet, leaving 

behind opposite polarity spins (right spin) inside the channel. Such 

spins are responsible for switching ASL2M in the right spin direction 

resulting in inversion. Fig. 3b shows the signal inversion where the 

switching is completed in 54psec. Hence, we observe that both 

inverter and buffer can be implemented using same structure but with 

opposite VDD polarities. This feature of ASL gives us an additional 

option of dynamically reconfiguring a circuit in order to control and

change the functionality dynamically.  

 As mentioned earlier, in ASL_NC, the directionality is determined 

by different polarization for input and output. Such configuration 

allows keeping a fixed VDD level throughout the circuit operation and 

clocking is not required. However, one drawback of such scheme is 

the standby power consumption. In ASL_NC, VDD is present all 

throughout the computation, and hence, leakage current which is 

similar in magnitude as switching current, flows through the circuit 

resulting in standby power. Thus, to overcome this problem, we 

investigate another ASL structure with clocks, which turn off VDD

after the computation. Note that, since the magnet is non-volatile, the 

information is not lost during the power off conditions. 

B. ASL_C (ASL with Clock) 

Like ASL_NC, ASL_C also consists of four terminals but the 

primary difference between ASL_NC and ASL_C is the application 

of clock signals. We will explain ASL_C with the same example of 

an inverter, where two ASL magnets are initialized to left spin 

direction (see Fig. 4a). In ASL_C, VDD is applied only on the 

terminal1 of ASL1 and both terminal1 and terminal2 of ASL2 are 

connected to VSS as shown in Fig. 4a. As a result, only signals from 

ASL1M populate the channel and in ASL_C we may not have to rely 

on the difference in polarization (highP and lowP) of input and 

output terminals to achieve directionality in information propagation. 

Interestingly, ASL magnets with VDD on terminal1 are inputs and 

devices with VSS on terminal1 are outputs. Finally, due to non-local 

spin torque generated by spin-currents, ASL2M switches as shown in 

Fig. 4b. The logic inversion is due to the negative VDD on terminal1 

of ASL1. 

Interestingly, VDD level is active only during computation time 

and hence the standby power is absent in ASL_C devices. Note that, 

in both ASL_C and ASL_NC structures, the entire energy for 

switching the output magnet need to be provided by VDD applied on 

the input magnet. Magnet switching of this type is referred to as 

easy-axis switching [13]. One of the drawbacks of easy-axis 

switching is the low-speed switching (~50psec). Hence, in order to 

compete with CMOS in performance, there is a need for ASL 

magnets which can switch faster. Next we investigate another ASL 

device structure (ASL_CB) with faster magnet switching capability 

(~5psec) as described in the next sub-section.  

C. ASL_CB (ASL with Clock with Biaxial anisotropy) 

Fig. 5a shows the proposed ASL device (ASL_CB). The device 

has five pins which are (a) terminal1:VDD, (b) terminal2:VDD

terminal3:VSS, (d) terminal4:input and (e) terminal5:output. 

Compared to ASL_C and ASL_NC, ASL_CB has two additional 

metal layers: one is a fixed nanomagnet and another one is a Ru 

layer which separates original nanomagnet (magnet1) with fixed 

nanomagnet (magnet2). Note that this structure (magnet1-Ru-

magnet2) looks similar to a spin-valve [13] with one significant 

difference: the easy axes of magnet1 and magnet2 are in orthogonal 

directions. In other words, magnet1 has two stable directions, left 

and right spins while magnet2 has two stable directions, into-the 

plane and out of the plane, respectively. Note that magnet2 spin 

orientation is fixed (either into the plane or out of the plane) and 

cannot be changed during circuit operation. Additionally, magnet1 

Fig. 5b shows the marginally stable states and the magnet1 energy 

landscape can be described by 

2 2( ) sin ( ) sin (2 )
4

BI
u

K
E V K (3) 

where V is the volume of the magnet and KBI is the biaxial 

anisotropy constant. The need for marginally stable states is 

explained later in this section.  Energy landscape of a magnet 

without such marginally stable state is indicated in Fig. 5c for 

reference. 

Let us consider an inverter to describe the operation of ASL_CB. 

Magnet1 of ASL1 and ASL2 are oriented along left spin direction to 
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Fig. 4a: Layout of inverter based on ASL_C. Fig.4b: ASL_C inverter switching 

curve. 

Fig. 5a: Layout of ASL_CB device. 
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ASL1 and ASL2, spin-signals populate the channel from both ASL1M 

and ASL2M. Due to the difference in the polarization for input 

(highP) and output terminals (lowP) which is connected to the 

channel, the net spin-signal is dominated by the ASL1M. Hence, 

ASL2M receives larger signal from ASL1M compared to the signal 

that ASL1M receives from ASL2M. Note that this polarization 

difference is essential for the proper operation of a logic gate, 

because else we cannot distinguish between input and output magnets 

[19]. 

Interestingly, the polarity of spin signals in the channel is a 

function of both input/output magnet polarization and the polarity of 

VDD. For a negative VDD, the spins in the channel is in the same 

direction as input magnet as given by Eq. (2) 
2
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S
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This is due to the fact that for negative VDD, electrons flow from 

terminal1 to terminal2. As a result, incoming electrons gets filtered in 

the ASL1M [10] and get polarized in the magnet direction (left spin) 

when they reach the magnet-channel interface. As a result, the 

channel is dominated by left-spin polarized electrons and due to non-

local spin torque, ASL2M stays at left-spin orientation. Hence, the 

given structure can realize a buffer when VDD is negative. 

On the other hand, for positive VDD, spins with opposite polarity as 

that of ASL1M  accumulate in the channel. This is due to the fact 

that, for positive VDD, the electrons flow into the input ASL1M 

magnet from terminal2. As a result, only spins with identical spin 

orientation as that of magnet passes through the magnet, leaving 

behind opposite polarity spins (right spin) inside the channel. Such 

spins are responsible for switching ASL2M in the right spin direction 

resulting in inversion. Fig. 3b shows the signal inversion where the 

switching is completed in 54psec. Hence, we observe that both 

inverter and buffer can be implemented using same structure but with 

opposite VDD polarities. This feature of ASL gives us an additional 

option of dynamically reconfiguring a circuit in order to control and

change the functionality dynamically.  

 As mentioned earlier, in ASL_NC, the directionality is determined 

by different polarization for input and output. Such configuration 

allows keeping a fixed VDD level throughout the circuit operation and 

clocking is not required. However, one drawback of such scheme is 

the standby power consumption. In ASL_NC, VDD is present all 

throughout the computation, and hence, leakage current which is 

similar in magnitude as switching current, flows through the circuit 

resulting in standby power. Thus, to overcome this problem, we 

investigate another ASL structure with clocks, which turn off VDD

after the computation. Note that, since the magnet is non-volatile, the 

information is not lost during the power off conditions. 

B. ASL_C (ASL with Clock) 

Like ASL_NC, ASL_C also consists of four terminals but the 

primary difference between ASL_NC and ASL_C is the application 

of clock signals. We will explain ASL_C with the same example of 

an inverter, where two ASL magnets are initialized to left spin 

direction (see Fig. 4a). In ASL_C, VDD is applied only on the 

terminal1 of ASL1 and both terminal1 and terminal2 of ASL2 are 

connected to VSS as shown in Fig. 4a. As a result, only signals from 

ASL1M populate the channel and in ASL_C we may not have to rely 

on the difference in polarization (highP and lowP) of input and 

output terminals to achieve directionality in information propagation. 

Interestingly, ASL magnets with VDD on terminal1 are inputs and 

devices with VSS on terminal1 are outputs. Finally, due to non-local 

spin torque generated by spin-currents, ASL2M switches as shown in 

Fig. 4b. The logic inversion is due to the negative VDD on terminal1 

of ASL1. 

Interestingly, VDD level is active only during computation time 

and hence the standby power is absent in ASL_C devices. Note that, 

in both ASL_C and ASL_NC structures, the entire energy for 

switching the output magnet need to be provided by VDD applied on 

the input magnet. Magnet switching of this type is referred to as 

easy-axis switching [13]. One of the drawbacks of easy-axis 

switching is the low-speed switching (~50psec). Hence, in order to 

compete with CMOS in performance, there is a need for ASL 

magnets which can switch faster. Next we investigate another ASL 

device structure (ASL_CB) with faster magnet switching capability 

(~5psec) as described in the next sub-section.  

C. ASL_CB (ASL with Clock with Biaxial anisotropy) 

Fig. 5a shows the proposed ASL device (ASL_CB). The device 

has five pins which are (a) terminal1:VDD, (b) terminal2:VDD

terminal3:VSS, (d) terminal4:input and (e) terminal5:output. 

Compared to ASL_C and ASL_NC, ASL_CB has two additional 

metal layers: one is a fixed nanomagnet and another one is a Ru 

layer which separates original nanomagnet (magnet1) with fixed 

nanomagnet (magnet2). Note that this structure (magnet1-Ru-

magnet2) looks similar to a spin-valve [13] with one significant 

difference: the easy axes of magnet1 and magnet2 are in orthogonal 

directions. In other words, magnet1 has two stable directions, left 

and right spins while magnet2 has two stable directions, into-the 

plane and out of the plane, respectively. Note that magnet2 spin 

orientation is fixed (either into the plane or out of the plane) and 

cannot be changed during circuit operation. Additionally, magnet1 

Fig. 5b shows the marginally stable states and the magnet1 energy 

landscape can be described by 

2 2( ) sin ( ) sin (2 )
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where V is the volume of the magnet and KBI is the biaxial 

anisotropy constant. The need for marginally stable states is 

explained later in this section.  Energy landscape of a magnet 

without such marginally stable state is indicated in Fig. 5c for 

reference. 

Let us consider an inverter to describe the operation of ASL_CB. 

Magnet1 of ASL1 and ASL2 are oriented along left spin direction to 
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Fig.8a: Chain of inverters using ASL_CB: after application of clock 

(VDD) on ASL2 - ASL5. 

Fig.8b: After completion of switching in five ASL magnets. 
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Fig.6: ASL_CB inverter switching curve.
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begin with. On the other hand, magnet2 of both ASL1 and ASL2 are 

in the same direction (into the plane). The inverter switching 

operation involves two cycles. During the first cycle, VDD is applied 

to terminal1 of ASL2. In this case, due to local spin-torque generated 

by applied current, the magnet1 of ASL2 gets aligned in parallel 

direction to magnet2 of ASL2. Note that due to the marginal 

stability, the magnet1 in ASL2 stays at into the plane orientation for 

a shorter period of time even after the removal of VDD signal. After 

this cycle, VSS is applied to terminal1 of ASL2 and VDD

terminal2 of ASL1. Hence, spin-signals from input ASL1M1 get 

populated in the channel and finally switch the output ASL2M1. The 

entire switching is captured in Figs. 7a-c. This two cycle switching 

operation (Bennett clocking) can be termed hard-axis switching,

since the magnet is first aligned along hard axis (into the plane), 

before finally switching towards one of the most stable directions 

(left or right). The switching time for this scheme can be as fast as 

~5psec as shown Fig. 6. Note that voltage level VDD

lower compared to VDD, since the energy required for magnet 

switching is provided primarily by VDD. 

The requirement of two clock cycles for each computation can be

relaxed by sharing the clock with VDD on termina1 among multiple 

ASL devices. Let us take an example of five ASL devices connected 

in series (chain of 5 inverters, see Fig. 8). The data from ASL1M1 

need to be propagated to ASL5M1. During cycle1, VDD is applied on 

terminal1 of ASL2-ASL5 (i.e. clock sharing). As a result, magnet1 of 

ASL2-ASL5 are oriented in the same direction (into the plane). When 

VDD is removed, the state of magnet1 in ASL2-5 is retained because 

they are in marginally stable location as described before. Next, we

apply VDD 2-ASL5 one after the 

other (clocking). As a result, information propagates from ASL2M1 

to ASL5M1 in five clock cycles as it is depicted in the Figs. 8a-b. 

Interestingly, such clock sharing is enabled due to the presence of 

marginally stable states in the magnet1. 

The benefits and drawbacks of the three aforementioned devices

are presented in Table 1a for comparison and corresponding 

simulation parameters are shown in Table 1b. For high speed

applications, ASL_CB is the most suitable choice compared to 

ASL_C and ASL_NC. However, ASL_CB has drawbacks such as 

higher device and clocking complexity due to the extra added metal

layers and a pin. On the other hand, for low-power applications 

ASL_C can provide the maximum benefit. In terms of device and 

clocking complexity, ASL_NC appears to be a suitable choice. 

Hence, depending on the application space, suitable device can be 

chosen for implementing digital circuits. Next, we discuss the 

architecture and synthesis methodology to implement various digital

circuits, using the ASL devices discussed in this section.

III. FUNCTIONALITY ENHANCED ASL (FEASL) 

With CMOS we can efficiently implement basic logic gates such

as INV, AND, OR and XOR. A library of such gates can be used to 

build complex functions with the help of commercially available 

synthesis tools such as Synopsys Design Compiler [14].However, 

implementations based on AND, OR, and XOR may not be the most 

appropriate for ASL, because they do not exploit the analog nature

of spin-channels in ASL, which can be used to add/multiply the 

spin-currents from different input magnets. Hence, in this section, 

we investigate median function (majority function) based synthesis 

of circuits with ASL, for efficient implementation of digital 

functions. In addition, we have utilized logic inversion together with 

majority function to simplify the design and to obtain maximum 

performance and area improvements. We will also show that analog
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begin with. On the other hand, magnet2 of both ASL1 and ASL2 are 

in the same direction (into the plane). The inverter switching 

operation involves two cycles. During the first cycle, VDD is applied 

to terminal1 of ASL2. In this case, due to local spin-torque generated 

by applied current, the magnet1 of ASL2 gets aligned in parallel 

direction to magnet2 of ASL2. Note that due to the marginal 

stability, the magnet1 in ASL2 stays at into the plane orientation for 

a shorter period of time even after the removal of VDD signal. After 

this cycle, VSS is applied to terminal1 of ASL2 and VDD

terminal2 of ASL1. Hence, spin-signals from input ASL1M1 get 

populated in the channel and finally switch the output ASL2M1. The 

entire switching is captured in Figs. 7a-c. This two cycle switching 

operation (Bennett clocking) can be termed hard-axis switching,

since the magnet is first aligned along hard axis (into the plane), 

before finally switching towards one of the most stable directions 

(left or right). The switching time for this scheme can be as fast as 

~5psec as shown Fig. 6. Note that voltage level VDD

lower compared to VDD, since the energy required for magnet 

switching is provided primarily by VDD. 

The requirement of two clock cycles for each computation can be

relaxed by sharing the clock with VDD on termina1 among multiple 

ASL devices. Let us take an example of five ASL devices connected 

in series (chain of 5 inverters, see Fig. 8). The data from ASL1M1 

need to be propagated to ASL5M1. During cycle1, VDD is applied on 

terminal1 of ASL2-ASL5 (i.e. clock sharing). As a result, magnet1 of 

ASL2-ASL5 are oriented in the same direction (into the plane). When 

VDD is removed, the state of magnet1 in ASL2-5 is retained because 

they are in marginally stable location as described before. Next, we

apply VDD 2-ASL5 one after the 

other (clocking). As a result, information propagates from ASL2M1 

to ASL5M1 in five clock cycles as it is depicted in the Figs. 8a-b. 

Interestingly, such clock sharing is enabled due to the presence of 

marginally stable states in the magnet1. 

The benefits and drawbacks of the three aforementioned devices

are presented in Table 1a for comparison and corresponding 

simulation parameters are shown in Table 1b. For high speed

applications, ASL_CB is the most suitable choice compared to 

ASL_C and ASL_NC. However, ASL_CB has drawbacks such as 

higher device and clocking complexity due to the extra added metal

layers and a pin. On the other hand, for low-power applications 

ASL_C can provide the maximum benefit. In terms of device and 

clocking complexity, ASL_NC appears to be a suitable choice. 

Hence, depending on the application space, suitable device can be 

chosen for implementing digital circuits. Next, we discuss the 

architecture and synthesis methodology to implement various digital

circuits, using the ASL devices discussed in this section.

III. FUNCTIONALITY ENHANCED ASL (FEASL) 

With CMOS we can efficiently implement basic logic gates such

as INV, AND, OR and XOR. A library of such gates can be used to 

build complex functions with the help of commercially available 

synthesis tools such as Synopsys Design Compiler [14].However, 

implementations based on AND, OR, and XOR may not be the most 

appropriate for ASL, because they do not exploit the analog nature

of spin-channels in ASL, which can be used to add/multiply the 

spin-currents from different input magnets. Hence, in this section, 

we investigate median function (majority function) based synthesis 

of circuits with ASL, for efficient implementation of digital 

functions. In addition, we have utilized logic inversion together with 

majority function to simplify the design and to obtain maximum 

performance and area improvements. We will also show that analog
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Majority gate[Sheldon, SSCTLD, 1962]

Definition Majority gate

For a majority gate function M, we have the following result,
where N1 and N0 are number of 1 and 0.

Mpx1, x2, . . . , xkq “

#

1, N1 ą N0

0, N1 ă N0

Theorem

A switching function F can be realized with only majority gates iff
for any two n-bit input combinations, ri and rj , there exists an xk

such that
rik “ F prjq and rjk “ F prjq
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Implementation of Majority gate

Fig. 11: (a) Truth table of F, (b) violations and (c) augmented truth 

table without violations.

A B C F
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1 0 0 0
1 1 0 1
1 1 1 1

A B C F

0 0 0 0

0 1 0 0
0 1 1 1
1 0 0 1

1 1 0 0
1 1 1 1

0 0 1 1

1 0 1 1

A B C F
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0 1 1 1
1 0 0 1
1 0 1 1

1 1
1 1
1 0
1 0
1 1
1 1

U

1 1 0 0
1 1 1 1

1 0
1 0

Fig.12: (a) Utilized truth table, (b) truth table after 

removing column B and (c) reduced utilized truth table.

A B C F*

1 1 1 1
0 0 1 1
1 0 1 1
0 1 1 1
1 0 0 1
1 0 1 1

0 0
1 1
0 1
1 0
1 1
1 1

U

0 0 1 1
1 1 1 1

0 1
1 0

A C

1 1
0 1
1 1
0 1
1 0
1 1

0 0
1 1
0 1
1 0
1 1
1 1

U

0 1
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Fig.13: (a) and (b) depict two different realizations for the 

truth table shown in Fig. 12.
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Fig.14: Flowchart for the realization of digital functions using ASL.
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remove B (Fig. 12b). Moreover, since the utilized truth table is 

logically passive we can remove row rj if and only if there exists a 

row ri such that rj ri does (this is denoted as 

ri<=rj). For instance rows 2 and 3 can be removed since r4<=r2 and 

r1<=r3. Note that by removing some of the rows, it might be possible 

to remove some more columns. Thus interplay between these row 

and column deletions is needed until no modification appear in the 

table. The final table is called reduced utilized truth table (Fig. 12c) 

and is the table that is needed to realize the given function F with 

majority gates. 

For the realization we choose the column with the minimum 

number of zeros. In this example column C has one zero, so we are

choosing the column C. The number of majority gates is determined

by the number of zeros in selected column (one in this case). On the 

other hand, number of ones in the column (uk=3) determines the 

number of inputs for the majority gates (2uk-1=5). Hence, in the 

given example, majority gate will have 5-inputs. First three inputs 

remaining two inputs are C, since C is the chosen column. Fig. 13a 

implemented with single ASLM as discussed in III.B. On the other 

hand, one could have chosen column A for majority gate 

implementation of F. Since number of zeros is two in column A, we 

need two majority gates, each with three inputs (uk=1). First majority 

gate (corresponding to row 2) has inputs C, U and A. Second 

of the first majority gate (m1). This realization using two majority 

gates is shown in Fig. 13

we can have different majority gate implementation of F. 

Interestingly, the optimal implementation of F is determined by other 

constraints present during the design process such as minimization 

of area, delay,  power etc.  

All the steps of the algorithm described above are synopsized in 

the flowchart shown in Fig. 14. It can be shown that FA example we 

have discussed in III. B can be realized with the given synthesis 

methodology. Hence, the proposed framework can ensure a compact, 

low-power implementation of logic function using ASL. Next, we 

discuss the physics based device simulation framework that can 

capture performance and power dissipation at the device level as 

well as at the system level. 

IV. PHYSICS BASED SELF-CONSISTENT SIMUATION

FRAMEWORK 

Behtash et. al [12] have developed a physics based simulation 

framework for analyzing the three genres of ASL described in 

section II. For simulating ASL we need to solve self-consistently 

both transport and magnet dynamics equations. In ASL, in addition 

to the transport calculations in the magnet, the transport in the 

channel also needs to be solved self-consistently. Hence, the 

simulation framework for ASL consists of two procedures (a) 

transport simulation based on Valet-Fert model and (b) nanomagnet 

dynamics calculation using Landau-Lifshitz-Gilbert equation with 

spin-torque. Note that these two procedures need to be solved self-

consistently, since magnet dynamics are a function of spin-currents, 

which is estimated by the spin-transport simulations. On the other 

hand, transport calculations are based on the direction of spin-

momentum in the nanomagnet and in the spin-channel [12] (see Fig. 

15). Hence, the self-consistency ensures the accurate estimation of 

ASL switching time and switching energy. Next, we explain each

procedure in detail. 

A. Transport simulation framework 

Fig. 16a shows the ASL structure we have considered for 

transport calculations. Structure consists of (a) contact1/lead1, (b) 

contact1-ASL1M-interface, (c) channel, (d) interface-ASL2M-contact 

and (e) contact2/lead2. The transport simulation is based on spin-

circuit model obtained by combining Valet-Fert diffusion model for 

long channel [16] and interface model by Brataas [17]. From these

two equations we can derive 4x4 conductance matrix (G4x4) for each 

sub-structures described above as shown in [12]. Note that the 

current and voltage levels of this model consists of four components 
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Functionality Enhanced ASL

An example of FEASL – All Adder Implementation.

Cout “ M3pA,B,Cinq

Sum “ M5pA,B,Cin, C̄out , C̄outq

Table1a: Performance comparison of the three 

ASL devices (ASL_NC, ASL_C and ASL_CB). 

Table1b: ASL simulation parameters used for the analysis. 

ASL_NC ASL_C ASL_CB

Delay 

(psec)
54 56 5 ( )

Energy (aJ) 105 5 ( ) 43

Area ( m2) 4x10-3 4x10-3 4x10-3

Complexity

of device ( ) ( )

ASL parameters Value

0.01

HK 4.9 kOe

MS 780 emu/cm3

Ku 12.7x106 erg/cm3

HighP / LowP 0.9 / 0.1

Magnet volume (V) 20x5x1 nm3

Critical current (IC) 0.25 mA

ASL parameters Value

Channel  material Cu

Spin-flip length ( ) 1 m

Resistivity ( ) 7 -nm

RS 1.3 

Area (A) 100 nm2

Length (l) 50 nm

Number of spins (NS) 8500

Fig. 9: ASL majority gate M3 (direction 

of information propagation is shown 

with arrows). 

Table2: Truth table of Full Adder with 

Carry and Sum and outputs. 

Fig.10: Full Adder implementation using 

ASL (positive VDD). 
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nature of ASL communication can be efficiently integrated with 

synthesis methodology to develop Functionality Enhanced ASL 

(FEASL) to further improve performance. 

A. Majority gate 

A majority gate has odd number of inputs whose output value is 

equal to the majority function of its inputs [15]. Odd number of 

inputs is necessary to break the tie that exists when an input has 

equal number of zeros and ones. Thus, for implementations based on 

majority gates, we can use gates with 3-, 5-, 7- -inputs (M3, M5, 

M7 from the truth table of M3 that  

M3(x1,x2,x3)= x1x2+x2x3+x3x1. 

Layout of three-input majority (M3) gate using ASL is shown in Fig. 

9. It can be shown that majority gates with larger number of inputs 

can also be implemented using ASL structures. Using majority gates 

we can implement any given logic function and next we show the 

majority gate implementation of a Full Adder (FA) using ASL and 

its benefits. 

B. Full Adder with ASL 

Truth table of an FA is shown in Table 2a. FA has three inputs (A, 

B and C) and two outputs, the sum (Sum) and the carry (Cout). It can 

be shown that carry is given by  

                  Cout=AB+AC+BC=M3(A,B,C).                      (4) 

Note that this realization is a majority function of A, B and C 

(M3(A,B,C)) and can be implemented with one majority gate with 

three inputs A, B and C as shown in Fig. 9. On the other hand, the

expression for the Sum of FA is given by  

Sum A B C (5) 

and we need multiple majority gates to implement the function. 

Interestingly, the truth table in Table 2b shows single gate 

implementation of Sum with five inputs which are A, B, C, and two 

out out is bitwise NOT of Cout. Based on the truth table, 

we can implement the FA using only five magnets (see Fig. 10). 

Since we have taken VDD applied to ASL as positive voltage, the 

signal is inverted after each stage and thus the implementation is a 

complement of the one presented in Table2. Note that the inputs for 

out and instead of copying the data 

twice, we have exploited the ASL feature with which we can 

implement out with a single magnet as discussed below.  

out) can be increased by a factor 

techniques (a) increasing the polarization (P) of output terminal (see 

Eq. 2), (b) increase the voltage applied (VDD) on terminal1 in case of 

ASL_C or increase the voltage applied (VDD

of ASL_CB (see Eq. 2) or (c) adjusting (reducing) the channel length 

(channel resistance, R) to get larger signal based on Eq. 2. To the 

best of our knowledge, this is the first time such a compact 

implementation of FA is proposed using majority gates. FEASL 

approach can be extended to other general purpose applications and 

we have developed a systematic methodology to synthesize and 

implement any complex function using FEASL. This approach is 

explained in the next sub-section. 

C.  Synthesis Methodology for Random Logic 

The proposed synthesis methodology can accept any given logic 

function F(x1,x2 xn n n variables as input. Using the 

function (Fn) truth table,  first we examine whether Fn can  be 

realized with majority gates. A switching function F can be realized 

with only majority gates if and only if for any two n-bit input 

combinations, ri, rj, there exists a variable xk such that 

                    rik=F(ri) and rjk=F(rj)                                   (6) 

In other words, given any two rows in the truth table of F, there 

should exist a column whose values in these rows agree respectively

with those in the F-column (output). Switching functions that meet 

the above conditions are denoted as logically passive self dual

(LPSD) [15]. Fig. 11a depicts the truth table of such function. The 

truth table has six rows and four columns. For a three input function

F3, the number of minterms is eight, however, only six rows 

(minterms) are shown in Fig. 11a and remaining two rows can be 

11b with a 

11b is a non-lpsd function. The three conflicts of the non-lpsd

function are also shown with arrows pointing between the 

problematic rows. In order to resolve these conflicts, we need to add 

some columns (B , U) as shown in Fig. 11c (augmented truth table), 

NOT of B.  

The next step of the algorithm is to create the utilized truth table 

from the augmented truth table (Fig. 12a). For this table all the 

values of the output vector are 1. In order to achieve that we use the 

following relation: 

2011 IEEE/ACM International Symposium on Nanoscale Architectures 133

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

OUTLINE

Basic Devices and Phenomena
Basic Phenomena
Spin-Transfer Torque
Devices

On Chip Memories
Boolean Logic

Other Logic
All-Spin Logic

Non-Boolean Computing
Neuromorphic Computing
Spin-Torque Oscillator

Forward

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Neuromorphic Computing

OUTLINE

Basic Devices and Phenomena
Basic Phenomena
Spin-Transfer Torque
Devices

On Chip Memories
Boolean Logic

Other Logic
All-Spin Logic

Non-Boolean Computing
Neuromorphic Computing
Spin-Torque Oscillator

Forward

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Neuromorphic Computing

Neuromorphic Computing

Why we use Neuromorphic Computing?

§ Extremely efficient in perception and cognition

§ Significantly less power and area
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STT Magnetic Neuron[A.Sengupta,IEEE,2015]

11. SPIN-TR ANSFER TORQUE NEURON

The basic computational unit in an Artificial Neural Net
work (ANN) mainly performs two functions: weighted sum
mation of inputs and thresholding operation as indicated in 
Fig.I. Let us denote the inputs for a particular unit as Vi 
and their corresponding weights as Gi, where i = 1, ... , n. 
The weighted summation operation produces an output I = 

n 
L Gi· Vi which is passed as input to the neuron. This function
i=l 
corresponds to the synaptic operation in the biological domain. 
It is worth noting here that the weights Gi can be positive
or negative, thereby resulting in an excitatory (positive) or 
inhibitory (negative) input to the neuron. In the next step, 
the thresholding operation produces an output Vo = f(1), 
where f denotes the activation function of the neuron. This 
is equivalent to the action of a neuron firing a pulse when the 
weighted summation input to the neuron exceeds a particular 
threshold. The hardware mapping of the thresholding operation 
of the neuron is performed utilizing the "STT-Neuron". The 
weighted synaptic summation of current provided as input 
to the "STT-Neuron" is performed by a resistive crossbar 
architecture where a particular synaptic weight is mapped to 
the conductance value at the corresponding cross-point. 

Weighted 

Summation 

n 

1= L Gi ,Vi
i=l 

Programmable Resistive Synapse 

Transfer function 

I s 

Vo=f(I) 

� 
/,/" -----T,;����-;;-----_" ', , , , , , , . , I , \ 1 

\ ; 

""---\--------,-------,/'/ 

STT Neuron 

Fig. 1. Hardware mapping of the computational unit of Artificial Neural 
Networks 

The "STT Neuron" proposed in this work consists of a 
Magnetic Tunneling Junction (MTJ) [12] structure as shown 
in Fig. 2(a). The device consists of a soft magnet with Perpen
dicular Magnetic Anisotropy (PMA) [21] which is denoted by 
FL (free layer) in Fig. 2(a). The magnetization of the thermally 
stable free layer can be manipulated between the two stable 
states (up-spin and down-spin) by spin polarized current. The 
magnetization of the other ferromagnetic layer, referred to as 
the PL (pinned layer), is fixed and is separated from the FL 
by a Tunneling Barrier Oxide, referred to as TB. 

When an excitatory synaptic input is applied to the "STT 
Neuron", the electron flows through the device from the PL and 
exerts spin-transfer torque on the FL to orient its magnetization 
in the direction of the PL. This corresponds to the Parallel 
configuration (P) of the device. However, when an inhibitory 
current is applied to the neuron in the opposite direction, 
the PL acts as a filter for the up-spin electrons and thereby 

Excitatory Input 

Inhibitory Input 
(a) 

FL 
TB 
PL 

+1 

I I exc/tatory :> 

-1 
---+--�!...--+--.... Isynapse 

Icritica/ (P�AP) 

(b) 

Fig. 2. (a) Device structure of "STT-Neuron" (FL: Free Layer. TB: Tunneling 
Oxide Barrier, PL: Pinned Layer) (b) Transfer function of the "STT-Neuron" 

orients the FL in an Anti-Parallel configuration (AP). The FL 
switches from the AP state to the P state only when the current 
passing through it exceeds a threshold value represented by 
Icritical(AP-+P)' Similar discussions are also valid for P-+ AP
switching. However, the two critical currents are not of the 
same value as AP-+ P switching process is easier than P-+ 
AP switching [21] due to lower spin injection efficiency of 
the FL. Thus, the "STT Neuron" exhibits a transfer function 
of the nature depicted in Fig. 2(b). 

time (ns) 

(a) 
'E2.5 
� RAP 

'\ 
9 2 
� 
81.5 Tswitch r:::: ., u; 1'iij � Cl> 

Q: 0.;) '0 2 4 6 8 
time (ns) 

(b) 

Fig. 3. (a) Magnetization switching from "Down-Spin" (mz = -I) to "Up
Spin" (mz = +1) due to the application of an excitatory synaptic stimulus (b) 
Resistance Variation from Anti-Parallel to Parallel state during the switching 
process 

The resistance of the device in the P state (Rp) is lower 
than the resistance of the device in the AP state (RAP) [21]
and corresponds to the two output resistance levels of the 
neuron due to the ex citatory / inhibitory input. The relative 
magnetization of the FL with respect to the PL can be sensed 
as the device resistance in the Parallel / Anti-Parallel state. 
The metric used to characterize the readability of the magnet 
is known as the Tunneling Magneto Resistance (TMR) ratio 
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STT Magnetic Neuron

and is given by, 

TMR = 
(RA�: Rp ) 

x 100% (1) 

The TMR effect mainly occurs due to differences in the spin
reflection and scattering in the P / AP states [12]. TMR 
values of the order of 50-200% have been experimentally 
demonstrated [21] in MTJ structures. 

A magnetization switching process due to excitatory input 
is depicted in Fig. 3(a). The magnetization switches from 
down-spin to up-spin state and the resistance of the device 
switches correspondingly from the AP state to the P state (Fig. 
3(b)) in a switching time duration denoted by Tswitch. 

Ill. NEUROMORPHIC ARCHITECTURE B ASED ON

STT-NEURON 

In this section, we will describe the neuromorphic architec
ture for a particular layer of the ANN with m inputs applied 
to each of n neurons in the layer. The layer can be represented 
by a Resistive Crossbar Network (RCN) as shown in Fig. 4 
where each horizontal metal line provides an input voltage 
across each resistive synapse whereas each vertical metal line 
provides an input current to the "SIT Neuron" situated at 
the end of the vertical column. Crossbar architectures with 
such resistive synapses have been demonstrated utilizing Ti02 
based memristors [8,9], Ag - Si memristors [10] and oxide
based resistive switching devices [11]. In order to implement 
bipolar weights, two rows (Vi+ and Vi-) are used for each
input Vi, When the input Vi assumes a logic value of '0',
then '0' voltage level is applied to both the inputs. However, 
when Vi assumes a logic value of '1', then voltage + VD D
is applied to the row corresponding to Vi+ and -VDD is
applied to the row corresponding to Vi-. If the weight Gi,j
for the j-th neuron corresponding to input Vi is positive, then
the conductance corresponding to Vi+ is programmed to the
corresponding weight, while the conductance corresponding 
to Vi- is progranuned to a very high OFF resistive state
and vice versa. Let us consider the conductance in the path 
of the net synaptic current while flowing through the "STT 
Neuron" to be Gs and the voltage drop across the "STT 
Neuron" to be Vs' Equating the current supplied by the resistive 
synapses to the current flowing through the neuron, we get 

m 
2:= (Gi,J+·(Vi+ - Vs) + Gi, j- ' (Vi- - Vs)) = Gs ' Vs which
i= l 
indicates that the net synaptic current supplied to the "STT 
Neuron" is given by, 

m 

*Ij ex 2)Gi,j+.Vi+ + Gi,j-'Vi-).

i= l 

Therefore, the charge current Ij is proportional to the weighted 
summation of the inputs Vi and the synaptic weights Gi,j' The
sign of the charge current encodes the excitatory / inhibitory 
nature of the input current and hence the final state of the 
nano-magnet in the "SIT Neuron". 

Input Voltages 

Vread 

....• Excitatory Input 

..... � Inhibitory Input 

� MetalLines 

!I Resistive Synapse 

Fig. 4. Neuromorphic Architecture based on "STT-Neuron" 

In order to implement the "STT Neuron" as a thresholding 
device, we have to ensure that the currents supplied by the 
RCN fall outside the hysteresis region of the transfer function 
(Fig. 2(b )), i.e. the excitatory synaptic currents are greater 
than Icritical(AP--+P) and vice versa. Scaling up the supply 
voJtages for the RCN to increase the net synaptic current is 
highly disadvantageous with respect to power consumption. 
The synaptic current increases linearly with the supply voltage. 
However, the power consumption in the resistive synapses 
increases in a quadratic fashion ("-' i: power consumption).
Since the number of synapses in the network can be typically 
large ("-' 104 per neuron), the power consumption per neuron 
increases exponentially as the voltage supply is scaled up. 

m 'bias 
z 1 

'In+h1, rory 1
1 

, excllalory 
1 ===:» 

_____ -1'-L----::--_� 'synaps. 

Fig. 5. Transfer function of "STT Neuron" with Current Source Biasing 

In order to circumvent this issue, we propose an alternative 
scheme where an additional row is used to provide a current 
bias to the "STT Neuron". The operation can be divided into 
two stages. In the first stage, the neuron is reset to the AP 
state. The choice of AP state as the initial reset state of the 
neuron will be explained later. This operation effectively helps 
us in utilizing only one portion of the transfer function (Fig. 
5). As depicted in Fig.4, an additional PMOS transistor is 
connected to each neuron which acts as a current source, 
providing a current Io,j to the j-th neuron. The bias voltages 
of the transistors can be adjusted so that they operate in the 
saturation regime. Following the same approach of equating 
the currents flowing through the "STT Neuron" and synaptic 
current supplied by the RCN along with the current source, 
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Fig. 18. Bipolar LSV neuron and the two-step thresholding process.

orthogonal to that of m1, and is used to implement current
mode Bennett clocking [151].

The two-step switching scheme utilizes a preset stage fol-
lowed by the comparison and thresholding stage. A current
pulse through m4 presets m1 along its “hard-axis” (Fig. 18).
After removal of the preset pulse, the inhibitory and excita-
tory synaptic current pulses are received through the magnets
m2 and m3, respectively. Charge current injected into the chan-
nel through m2 and m3 gets spin polarized according to the
corresponding polarities of magnets. Each of these two anti-
parallel spin polarized currents exerts an STT on m1. The final
state of m1 depends on the difference, �I, between the charge
currents through m2 and m3, corresponding to the inhibitory
and the excitatory synaptic currents. When m1 is put into the
hard-axis, which is an unstable state, even a small value of �I
causes deterministic easy-axis restoration. Note that, the lower
limit on the magnitude of �I (and hence, on current per-input
for the neuron) for deterministic switching is determined by
the thermal noise in the output magnet and imprecision in
Bennett clocking. The effective resistance through the read
MTJ is larger (smaller) when the magnetization of m1 is anti-
parallel (parallel) to the fixed layer of the MTJ. Hence, the
resistance of the read MTJ encodes the final state of the neuron
after the thresholding operation.

2) Unipolar Domain Wall Neuron: The DW neu-
ron (DWN) [148] shown in Fig. 19 has a structure just like
the DWMTJ presented in Section III-A. The pinned regions
in the DWS are labeled d1 and d2, whereas the free region is
labeled d3. The input port is connected to d1 whereas d2 is
grounded. The net synaptic current, Is, is injected through d1.
The magnetization of d3 can be manipulated by passing charge
current between d1 and d2 just like in DWS (see Section II-C).
However, a nonzero current threshold for DWM results in a
small hysteresis in the DWN switching characteristics. It is
desirable to reduce the threshold to get closer to the step
transfer function of the neuron. Apart from device scaling,
the use of lower anisotropy barrier for the magnetic mate-
rial can be effective in lowering the switching threshold for
computing applications [148]. An MTJ, formed between a
magnetically pinned FM layer and d3 is used to sense the
magnetization of d3.

Fig. 19. Device structure for DWN.

Fig. 20. (a) Device structure of the SHE-Neuron. (b) Two-step switching
scheme for implementation of the thresholding operation.

3) Unipolar Spin Hall Effect Neuron: The HM-based three
terminal device [150] consists of an MTJ structure where the
FL of the MTJ (with PMA) is in contact with the top surface
of an HM as shown in Fig. 20. A two-step switching scheme
can be utilized to implement the thresholding operation of a
neuron. In the first step, a charge current, Iclock, flows through
the HM in the +x direction. Considering SHE to be the main
underlying physical phenomena in the HM layer, the charge
current through the HM will deflect y-axis directed spins to
the top (+z) and bottom (−z) surfaces of the HM. The accu-
mulated spins at the top surface of the HM exert STT on the
FL to orient the magnetization of the FL along the hard-axis
(+y direction), which is a point of unstable equilibrium.

In the second step, a net synaptic current, Is, that is directly
proportional to the weighted summation of the neuron inputs
is applied as input to the neuron. The direction of the synaptic
current encodes the excitatory/inhibitory nature of the resultant
neuron input. For an excitatory (inhibitory) Is, the direction of
the exerted torque is such that the FL magnetization is oriented
anti-parallel (parallel) to the PL of the MTJ. The parallel (anti-
parallel) state of the MTJ corresponds to the low (high) outputs
of the neuron. A small positive or negative synaptic current
(a few μA), just enough to overcome thermal fluctuations, is
sufficient to drive the magnetization of the FL to either the
P or AP configuration.

4) Soft-Limiting Nonlinear Neuron: For more challeng-
ing pattern recognition problems, soft-limiting neurons
(i.e., neurons with intermediate outputs between the two
extreme states) are greatly preferred to hard-limiting ones
(i.e., neurons operating solely in two extreme states) due to
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Fig. 18. Bipolar LSV neuron and the two-step thresholding process.

orthogonal to that of m1, and is used to implement current
mode Bennett clocking [151].

The two-step switching scheme utilizes a preset stage fol-
lowed by the comparison and thresholding stage. A current
pulse through m4 presets m1 along its “hard-axis” (Fig. 18).
After removal of the preset pulse, the inhibitory and excita-
tory synaptic current pulses are received through the magnets
m2 and m3, respectively. Charge current injected into the chan-
nel through m2 and m3 gets spin polarized according to the
corresponding polarities of magnets. Each of these two anti-
parallel spin polarized currents exerts an STT on m1. The final
state of m1 depends on the difference, �I, between the charge
currents through m2 and m3, corresponding to the inhibitory
and the excitatory synaptic currents. When m1 is put into the
hard-axis, which is an unstable state, even a small value of �I
causes deterministic easy-axis restoration. Note that, the lower
limit on the magnitude of �I (and hence, on current per-input
for the neuron) for deterministic switching is determined by
the thermal noise in the output magnet and imprecision in
Bennett clocking. The effective resistance through the read
MTJ is larger (smaller) when the magnetization of m1 is anti-
parallel (parallel) to the fixed layer of the MTJ. Hence, the
resistance of the read MTJ encodes the final state of the neuron
after the thresholding operation.

2) Unipolar Domain Wall Neuron: The DW neu-
ron (DWN) [148] shown in Fig. 19 has a structure just like
the DWMTJ presented in Section III-A. The pinned regions
in the DWS are labeled d1 and d2, whereas the free region is
labeled d3. The input port is connected to d1 whereas d2 is
grounded. The net synaptic current, Is, is injected through d1.
The magnetization of d3 can be manipulated by passing charge
current between d1 and d2 just like in DWS (see Section II-C).
However, a nonzero current threshold for DWM results in a
small hysteresis in the DWN switching characteristics. It is
desirable to reduce the threshold to get closer to the step
transfer function of the neuron. Apart from device scaling,
the use of lower anisotropy barrier for the magnetic mate-
rial can be effective in lowering the switching threshold for
computing applications [148]. An MTJ, formed between a
magnetically pinned FM layer and d3 is used to sense the
magnetization of d3.

Fig. 19. Device structure for DWN.

Fig. 20. (a) Device structure of the SHE-Neuron. (b) Two-step switching
scheme for implementation of the thresholding operation.

3) Unipolar Spin Hall Effect Neuron: The HM-based three
terminal device [150] consists of an MTJ structure where the
FL of the MTJ (with PMA) is in contact with the top surface
of an HM as shown in Fig. 20. A two-step switching scheme
can be utilized to implement the thresholding operation of a
neuron. In the first step, a charge current, Iclock, flows through
the HM in the +x direction. Considering SHE to be the main
underlying physical phenomena in the HM layer, the charge
current through the HM will deflect y-axis directed spins to
the top (+z) and bottom (−z) surfaces of the HM. The accu-
mulated spins at the top surface of the HM exert STT on the
FL to orient the magnetization of the FL along the hard-axis
(+y direction), which is a point of unstable equilibrium.

In the second step, a net synaptic current, Is, that is directly
proportional to the weighted summation of the neuron inputs
is applied as input to the neuron. The direction of the synaptic
current encodes the excitatory/inhibitory nature of the resultant
neuron input. For an excitatory (inhibitory) Is, the direction of
the exerted torque is such that the FL magnetization is oriented
anti-parallel (parallel) to the PL of the MTJ. The parallel (anti-
parallel) state of the MTJ corresponds to the low (high) outputs
of the neuron. A small positive or negative synaptic current
(a few μA), just enough to overcome thermal fluctuations, is
sufficient to drive the magnetization of the FL to either the
P or AP configuration.

4) Soft-Limiting Nonlinear Neuron: For more challeng-
ing pattern recognition problems, soft-limiting neurons
(i.e., neurons with intermediate outputs between the two
extreme states) are greatly preferred to hard-limiting ones
(i.e., neurons operating solely in two extreme states) due to

§ Direction of IS presents excitory or inhibitory.
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Fig. 18. Bipolar LSV neuron and the two-step thresholding process.

orthogonal to that of m1, and is used to implement current
mode Bennett clocking [151].

The two-step switching scheme utilizes a preset stage fol-
lowed by the comparison and thresholding stage. A current
pulse through m4 presets m1 along its “hard-axis” (Fig. 18).
After removal of the preset pulse, the inhibitory and excita-
tory synaptic current pulses are received through the magnets
m2 and m3, respectively. Charge current injected into the chan-
nel through m2 and m3 gets spin polarized according to the
corresponding polarities of magnets. Each of these two anti-
parallel spin polarized currents exerts an STT on m1. The final
state of m1 depends on the difference, �I, between the charge
currents through m2 and m3, corresponding to the inhibitory
and the excitatory synaptic currents. When m1 is put into the
hard-axis, which is an unstable state, even a small value of �I
causes deterministic easy-axis restoration. Note that, the lower
limit on the magnitude of �I (and hence, on current per-input
for the neuron) for deterministic switching is determined by
the thermal noise in the output magnet and imprecision in
Bennett clocking. The effective resistance through the read
MTJ is larger (smaller) when the magnetization of m1 is anti-
parallel (parallel) to the fixed layer of the MTJ. Hence, the
resistance of the read MTJ encodes the final state of the neuron
after the thresholding operation.

2) Unipolar Domain Wall Neuron: The DW neu-
ron (DWN) [148] shown in Fig. 19 has a structure just like
the DWMTJ presented in Section III-A. The pinned regions
in the DWS are labeled d1 and d2, whereas the free region is
labeled d3. The input port is connected to d1 whereas d2 is
grounded. The net synaptic current, Is, is injected through d1.
The magnetization of d3 can be manipulated by passing charge
current between d1 and d2 just like in DWS (see Section II-C).
However, a nonzero current threshold for DWM results in a
small hysteresis in the DWN switching characteristics. It is
desirable to reduce the threshold to get closer to the step
transfer function of the neuron. Apart from device scaling,
the use of lower anisotropy barrier for the magnetic mate-
rial can be effective in lowering the switching threshold for
computing applications [148]. An MTJ, formed between a
magnetically pinned FM layer and d3 is used to sense the
magnetization of d3.

Fig. 19. Device structure for DWN.

Fig. 20. (a) Device structure of the SHE-Neuron. (b) Two-step switching
scheme for implementation of the thresholding operation.

3) Unipolar Spin Hall Effect Neuron: The HM-based three
terminal device [150] consists of an MTJ structure where the
FL of the MTJ (with PMA) is in contact with the top surface
of an HM as shown in Fig. 20. A two-step switching scheme
can be utilized to implement the thresholding operation of a
neuron. In the first step, a charge current, Iclock, flows through
the HM in the +x direction. Considering SHE to be the main
underlying physical phenomena in the HM layer, the charge
current through the HM will deflect y-axis directed spins to
the top (+z) and bottom (−z) surfaces of the HM. The accu-
mulated spins at the top surface of the HM exert STT on the
FL to orient the magnetization of the FL along the hard-axis
(+y direction), which is a point of unstable equilibrium.

In the second step, a net synaptic current, Is, that is directly
proportional to the weighted summation of the neuron inputs
is applied as input to the neuron. The direction of the synaptic
current encodes the excitatory/inhibitory nature of the resultant
neuron input. For an excitatory (inhibitory) Is, the direction of
the exerted torque is such that the FL magnetization is oriented
anti-parallel (parallel) to the PL of the MTJ. The parallel (anti-
parallel) state of the MTJ corresponds to the low (high) outputs
of the neuron. A small positive or negative synaptic current
(a few μA), just enough to overcome thermal fluctuations, is
sufficient to drive the magnetization of the FL to either the
P or AP configuration.

4) Soft-Limiting Nonlinear Neuron: For more challeng-
ing pattern recognition problems, soft-limiting neurons
(i.e., neurons with intermediate outputs between the two
extreme states) are greatly preferred to hard-limiting ones
(i.e., neurons operating solely in two extreme states) due to
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Soft-Limiting Nonlinear Neuron

SNN are preferrd in challenging pattern recognition.

Definition

SNN is neuron with intermediate outputs between the two extreme
states.

Improved modeling capacity

§ Higher network accuracy

§ Lower network complexity
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Soft-Limiting Nonlinear Neuron[D.Fan,IEEE.nano,2015]

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Neuromorphic Computing

Soft-Limiting Nonlinear Neuron[D.Fan,IEEE.nano,2015]

Rneuron “
A

Bx ` C

Where A, B, C are constants.

:���������������������������������������������������������:

• foo��bar

• foo ���bar

• foo �����bar

• foo �������bar

• foo ���������bar

• foo �����������bar

• foo �������������bar

: ���������������������������: ���������������������������:

1

V0 “ Vs
Rref

Rref ` Rneuron

“ Vs

ˆ

1´
A

Rref Bx ` Rref C ` A

˙
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DW Synapse[M.Sharad,IEEE.trans.nano,2012]

Binary Weights

§ Location of DW

§ Length of channel

Benefits & Issues
§ Logic synthesis and pattern

recognition

§ Require larger number of
neurons for a given
operation
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Spin-Torque Oscillator
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Spin-Torque Oscillator

Spin-Torque Oscillator – Two Terminal

Issues
§ GMR based STO

§ Can be operated with very low voltage („10 mV)
§ The sensed signal amplitude is very low that requires complex

sensing circuitry to amplify the signal, leading to high power
consumption.

§ TMR based STO
§ Requires a large bias voltage, leading to energy inefficiency at

the device level
§ Can provide large-amplitude output signals

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Spin-Torque Oscillator

Dual-Pillar STO[M.Sharad,APL,2013]
3400609 IEEE TRANSACTIONS ON MAGNETICS, VOL. 51, NO. 7, JULY 2015

Fig. 1. (a) 2-T STO. (b) Different torque terms acting in the FL, in the
presence of a charge current J and external magnetic field Hext. (c) LLG
governing the FL magnetization m (γ is the gyromagnetic ratio, α is the
damping constant, h is the Plank’s constant, tm is the FL thickness, Ms is the
saturation magnetization of the magnet, P is the polarization constant, and
m p is the spin polarization of the fixed layer).

A. Two-Terminal STO

A 2T-STO [9], [10], shown in Fig. 1(a), has two
ferromagnetic layers separated by either a thin nonmagnetic
metal [giant magnetoresistance (GMR) device] or a thin
insulating oxide [tunneling magnetoresistance (TMR) device].
The ferromagnetic layers have two stable spin-polarization
states, depending upon magnetic anisotropy [23]. The
magnetization of one layer is fixed, while that of the other (FL)
can be influenced by a charge current passing through the
device or by an applied magnetic field. The high-polarity fixed
magnetic layer spin polarizes the electrons constituting the
charge current, which in turn exert spin-transfer torque (STT)
in the FL [23]. The dynamics of the FL is governed by
Landau–Lifshitz–Gilbert (LLG) equation [11], as shown
in Fig. 1. It includes a precession term induced by effective
magnetic field, a current-induced STT term, and an intrinsic
damping torque that opposes the STT-induced deflection
in the FL magnetization. For a given static magnetic field,
the FL can achieve sustained spin precession at an angle ϕ
(formed with the plane of ground state magnetization), at
which the STT and the damping torque balance out each
other [Fig. 1(b)] (see [9]–[11]). The resistance of spin valve
can be expressed as a function of relative angle (θ) between
the spin polarization of the two ferromagnetic layers as

R =
(

RP + RAP

2

)
+

(
RP − RAP

2

)
cos θ (1)

where RP and RAP denote the resistance when the two layers
are parallel (θ = 0°) and antiparallel (θ = 180°). The
absolute resistance of a GMR device is much smaller than
that of a TMR device (notably, the resistance area product
for GMR device can be two orders of magnitude lower than
a TMR device [21], [22]). A GMR-STO, being fully metallic,
can be operated with very low voltage (∼10 mV). However,
the sensed signal amplitude is very low that requires complex
sensing circuitry to amplify the signal, leading to high power
consumption [11]. On the other hand, though the TMR-based
STO can provide large-amplitude output signals, due to the

Fig. 2. (a) Frequency versus dc bias current for DP-STO. (b) DP-STO and
the associated biasing and sensing circuits (m1 is the FL with the dimensions
44 × 22 × 2 nm3). (c) Micromagnetic Object Oriented MicroMagnetic
Framework simulation plots for DP-STO FL m1, with Ibias = 100 μA,
HEXT = 11 KOe.

high-resistance tunnel junction, it requires a large bias voltage,
leading to energy inefficiency at the device level. We proposed
a DP-STO that can overcome the aforementioned bottlenecks
and can be suitable for energy-efficient computing [11].

B. Dual-Pillar STO

A DP-STO [11], shown in Fig. 2(b), clubs the best of
a GMR- and a TMR-based STO, and hence overcomes
the limitations of both of the two-terminal devices. The
three-terminal DP-STO employs an extended magnetic m1.
Toward the right, it forms a low-resistance GMR interface
with one fixed magnetic layer-m2, and a TMR interface with
another fixed magnetic layer-m3. A simple CMOS interface
circuitry for biasing the DP-STO and sensing the oscillations
is also shown in Fig. 2(b). Input bias current, which sets the
FL in oscillation, is applied between terminals T 1 and T 2
using transistor M1 [red dashed line in Fig. 2(b)]. Owing
to the low-resistance magnetometallic GMR channel, the bias
current can be applied through transistor M1, with a very small
drain to source voltage �V (transistor operating in deep triode
region). This current induces spin torque in the portion of FL
in contact with GMR interface and sets the magnetization of
the FL into sustained oscillations. Fig. 2(c) shows the plots
for room-temperature micromagnetic simulations for DP-STO
with perpendicular polarizer, biased with ∼100 μA dc current.

The spin state of oscillating FL can be sensed by injecting
a small read current into the magnetic tunnel junction (MTJ)
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Frequency Locking of Multiple STOs

§ Magnetic coupling(Limited by phisical design)
§ Spin wave interaction – Interaction between STOs
§ Dipolar coupling – Facilitate locking of phisically isolated

STOs lying in close proximity

§ Electrical coupling

§ Injection locking
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Spin-Torque Oscillator

Magnetic coupling
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STO Injection Locking[M.Sharad,IEEE.Trans.Magn,2015]

If fIAC
« fSOT biased by IDC

, fSOT “ fIAC
.
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STO Electrical Coupling[G.Csaba,IEEE.Trans.Magn,2013]

ibroadcast
i “

1

MsN

N
ÿ

n“1

CjM
x
j
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STO Applications – Image Analysis[M.Sharad,APL,2013]

Process

1) Initialization

2) Pixel Ñ
Current Ñ
STO

3) Coupling

4) Output

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

OUTLINE

Basic Devices and Phenomena
Basic Phenomena
Spin-Transfer Torque
Devices

On Chip Memories
Boolean Logic

Other Logic
All-Spin Logic

Non-Boolean Computing
Neuromorphic Computing
Spin-Torque Oscillator

Forward

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Reference I

[J.Sun,Nature,2003]Spintronics gets a magnetic flute

[A.Brataas,nature,2012]A. Brataas, A. D. Kent, and H. Ohno,
“Current-induced torques in magnetic materials,” Nat. Mater.,
vol. 11, no. 5, pp. 372–381, Apr. 2012.

[R.D,IEEE,1997] R. D. McMichael and M. J. Donahue, “Head
to head domain wall structures in thin magnetic strips,” IEEE
Trans. Magn., vol. 33, no. 5, pp. 4167–4169, Sep. 1997.

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Reference II

[Y.Nakatani,Magn,2005] Nakatani Y, Thiaville A, Miltat J.
Head-to-head domain walls in soft nano-strips: a refined phase
diagram[J]. Journal of Magnetism & Magnetic Materials,
2005, 290:750-753.

[L.Berger,APL,1978] L. Berger, “Low-field magnetoresistance
and domain drag in ferromagnets,” J. Appl. Phys., vol. 49, no.
3, pp. 2156–2161, 1978.

[S.Ikeda,IEEE,2007] S. Ikeda et al., “Magnetic tunnel junctions
for spintronic memories and beyond,” IEEE Trans. Electron
Devices, vol. 54, no. 5, pp. 991–1002, May 2007.

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Reference III

[IBM,Science,2008] Parkin S S, Hayashi M, Thomas L.
Magnetic domain-wall racetrack memory.[J]. Science, 2008,
320(5873):190-4.

[Behtash, Nature.nano, 2010] Behin-Aein B, Datta D,
Salahuddin S, et al. Proposal for an all-spin logic device with
built-in memory[J]. Nature Nanotechnology, 2010, 5(4):266-70.

[K.Ando,APL,2014] Ando K, Fujita S, Ito J, et al.
Spin-transfer torque magnetoresistive random-access memory
technologies for normally off computing (invited)[J]. Journal of
Applied Physics, 2014, 115(17):172607 - 172607-6.

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Reference IV

[H.Yoda,IEEE,2012] Yoda H, Fujita S, Shimomura N, et al.
Progress of STT-MRAM technology and the effect on
normally-off computing systems[J]. Electron Devices Meeting.
iedm.technical Digest.international, 2012, 112(11):41-42.

[S.Yamamoto,APL,2010]S. Yamamoto and S. Sugahara,
“Nonvolatile delay flip-flop based on spin-transistor
architecture and its power-gating applications,” Jpn. J. Appl.
Phys., vol. 49, no. 9, Sep. 2010, Art. ID 090204.

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Reference V

[K.W.Kwon,IEEE,2014] K.-W. Kwon et al., “SHE-NVFF: Spin
Hall effect-based nonvolatile flip-flop for power gating
architecture,” IEEE Electron Device Lett., vol. 35, no. 4, pp.
488–490, Apr. 2014.

[Akio,APL,2014] Fukushima A, Seki T, Yakushiji K, et al. Spin
dice: A scalable truly random number generator based on
spintronics[J]. Applied Physics Express, 2014, 7(7):1982-1988.

[Daniel, DAC, 2012] Morris D, Bromberg D, Zhu J G, et al.
mLogic: Ultra-low voltage non-volatile logic circuits using
STT-MTJ devices[J]. 2012:486-491.

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Reference VI

[C.Augustine,IEEE,2011] Augustine C, Panagopoulos G,
Behin-Aein B, et al. Low-power functionality enhanced
computation architecture using spin-based devices[C]//
Ieee/acm International Symposium on Nanoscale
Architectures. IEEE, 2011:129-136.

[Sheldon, SSCTLD, 1962] Akers S B. Synthesis of
combinational logic using three-input majority gates[C]//
Switching Circuit Theory and Logical Design, 1962. Swct 1962.
Proceedings of the Third Symposium on. IEEE, 1962:149-158.

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Reference VII

[A.Sengupta,IEEE,2015] Sengupta A, Roy K. Spin-Transfer
Torque Magnetic neuron for low power neuromorphic
computing[J]. 2015:1-7.

[D.Fan,IEEE.nano,2015]Fan D, Shim Y, Raghunathan A, et al.
STT-SNN: A Spin-Transfer-Torque Based Soft-Limiting
Non-Linear Neuron for Low-Power Artificial Neural
Networks[J]. IEEE Transactions on Nanotechnology, 2014,
14(6):1013-1023.

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Reference VIII

[M.Sharad,IEEE.trans.nano,2012] Sharad M, Fan D, Aitken K,
et al. Energy-Efficient Non-Boolean Computing With Spin
Neurons and Resistive Memory[J]. IEEE Transactions on
Nanotechnology, 2014, 13(1):23-34.

[M.Sharad,APL,2013] Sharad M, Yogendra K, Roy K. Dual
pillar spin torque nano-oscillator[J]. Applied Physics Letters,
2013, 103(15):152403-152403-5.

[G.Csaba,IEEE.Trans.Magn,2013] G. Csaba and W. Porod,
“Computational study of spin-torque oscillator interactions for
non-Boolean computing applications,” IEEE Trans. Magn.,
vol. 49, no. 7, pp. 4447–4451, Jul. 2013.

Ma Yu

Spin Review



Basic Devices and Phenomena On Chip Memories Boolean Logic Non-Boolean Computing Forward

Reference IX

[M.Sharad,APL,2013] M. Sharad, K. Yogendra, and K. Roy,
“Dual pillar spin torque nanooscillator,” Appl. Phys. Lett., vol.
103, no. 15, 2013, Art. ID 152403.

Ma Yu

Spin Review


	Basic Devices and Phenomena
	Basic Phenomena
	Spin-Transfer Torque Devices

	On Chip Memories
	Memory

	Boolean Logic
	Other Logic
	All-Spin Logic

	Non-Boolean Computing
	Neuromorphic Computing
	Spin-Torque Oscillator

	Forward

	0.Plus: 
	0.Reset: 
	0.Minus: 
	0.EndRight: 
	0.StepRight: 
	0.PlayPauseRight: 
	0.PlayRight: 
	0.PauseRight: 
	0.PlayPauseLeft: 
	0.PlayLeft: 
	0.PauseLeft: 
	0.StepLeft: 
	0.EndLeft: 
	anm0: 
	0.253: 
	0.252: 
	0.251: 
	0.250: 
	0.249: 
	0.248: 
	0.247: 
	0.246: 
	0.245: 
	0.244: 
	0.243: 
	0.242: 
	0.241: 
	0.240: 
	0.239: 
	0.238: 
	0.237: 
	0.236: 
	0.235: 
	0.234: 
	0.233: 
	0.232: 
	0.231: 
	0.230: 
	0.229: 
	0.228: 
	0.227: 
	0.226: 
	0.225: 
	0.224: 
	0.223: 
	0.222: 
	0.221: 
	0.220: 
	0.219: 
	0.218: 
	0.217: 
	0.216: 
	0.215: 
	0.214: 
	0.213: 
	0.212: 
	0.211: 
	0.210: 
	0.209: 
	0.208: 
	0.207: 
	0.206: 
	0.205: 
	0.204: 
	0.203: 
	0.202: 
	0.201: 
	0.200: 
	0.199: 
	0.198: 
	0.197: 
	0.196: 
	0.195: 
	0.194: 
	0.193: 
	0.192: 
	0.191: 
	0.190: 
	0.189: 
	0.188: 
	0.187: 
	0.186: 
	0.185: 
	0.184: 
	0.183: 
	0.182: 
	0.181: 
	0.180: 
	0.179: 
	0.178: 
	0.177: 
	0.176: 
	0.175: 
	0.174: 
	0.173: 
	0.172: 
	0.171: 
	0.170: 
	0.169: 
	0.168: 
	0.167: 
	0.166: 
	0.165: 
	0.164: 
	0.163: 
	0.162: 
	0.161: 
	0.160: 
	0.159: 
	0.158: 
	0.157: 
	0.156: 
	0.155: 
	0.154: 
	0.153: 
	0.152: 
	0.151: 
	0.150: 
	0.149: 
	0.148: 
	0.147: 
	0.146: 
	0.145: 
	0.144: 
	0.143: 
	0.142: 
	0.141: 
	0.140: 
	0.139: 
	0.138: 
	0.137: 
	0.136: 
	0.135: 
	0.134: 
	0.133: 
	0.132: 
	0.131: 
	0.130: 
	0.129: 
	0.128: 
	0.127: 
	0.126: 
	0.125: 
	0.124: 
	0.123: 
	0.122: 
	0.121: 
	0.120: 
	0.119: 
	0.118: 
	0.117: 
	0.116: 
	0.115: 
	0.114: 
	0.113: 
	0.112: 
	0.111: 
	0.110: 
	0.109: 
	0.108: 
	0.107: 
	0.106: 
	0.105: 
	0.104: 
	0.103: 
	0.102: 
	0.101: 
	0.100: 
	0.99: 
	0.98: 
	0.97: 
	0.96: 
	0.95: 
	0.94: 
	0.93: 
	0.92: 
	0.91: 
	0.90: 
	0.89: 
	0.88: 
	0.87: 
	0.86: 
	0.85: 
	0.84: 
	0.83: 
	0.82: 
	0.81: 
	0.80: 
	0.79: 
	0.78: 
	0.77: 
	0.76: 
	0.75: 
	0.74: 
	0.73: 
	0.72: 
	0.71: 
	0.70: 
	0.69: 
	0.68: 
	0.67: 
	0.66: 
	0.65: 
	0.64: 
	0.63: 
	0.62: 
	0.61: 
	0.60: 
	0.59: 
	0.58: 
	0.57: 
	0.56: 
	0.55: 
	0.54: 
	0.53: 
	0.52: 
	0.51: 
	0.50: 
	0.49: 
	0.48: 
	0.47: 
	0.46: 
	0.45: 
	0.44: 
	0.43: 
	0.42: 
	0.41: 
	0.40: 
	0.39: 
	0.38: 
	0.37: 
	0.36: 
	0.35: 
	0.34: 
	0.33: 
	0.32: 
	0.31: 
	0.30: 
	0.29: 
	0.28: 
	0.27: 
	0.26: 
	0.25: 
	0.24: 
	0.23: 
	0.22: 
	0.21: 
	0.20: 
	0.19: 
	0.18: 
	0.17: 
	0.16: 
	0.15: 
	0.14: 
	0.13: 
	0.12: 
	0.11: 
	0.10: 
	0.9: 
	0.8: 
	0.7: 
	0.6: 
	0.5: 
	0.4: 
	0.3: 
	0.2: 
	0.1: 
	0.0: 


